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THE MISSION OF AGARD

The mission of AGARD is to bring together the leading personalities of the NATO nations in the fields of science and 17
technology relating to aerospace for the following purposes:

- Exchanging of scientific and technical information;

- Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence posture;

- Improving the co-operation among member nations in aerospace research and development:

- Providing scientific and technical advice and assistance to the North Atlantic Military Committee in the field of
aerospace research and development;

- Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in
connection with research and development problems in the aerospace field;

- Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

- Recommending effective ways for the member nations to use their research and development capabilities for the
common benefit of the NATO community.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
representatives from each member nation. The mission of AGARD is carried out through the Panels which are composed of
experts appointed by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications
Studies Programme. The results of AGARD work are reported to the member nations and the NATO Authorities through
the AGARD series of publications of which this is one.

Participation in AGARI) activities is by invitation only and is normally limited to citizens of the NATO nations.
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THEME

In the future it will be important that systems be designed which fully utilize the capabilities of optical devices. Such
systems which exploit the potential speed and bandwidth capability of optical devices, and their capability for parallel
processing of information should find significant applications in the communications, computing and radar fields.
Technology advances of the past decade in optical electronics and very recent laboratory achievements may make possihle
all-optical, high-speed. EMI/EMP immune digital computers and data distribution systems. As a result of these advances in
technology, there are now available sources, detectors, optical waveguides, bi-stable optical devices. modulators and
demodulators capable of providing bandwidths well in excess of one gigabit. This availability is stimulating the examination
of novel applications and a refinement of device performance goals is now required.

The motivation for all-optical digital systems is derived from the need to satisfy requirements for:

- Very high integrity systems
- Wide-bandwidth data distribution
- High speed
- Real-time bulk processing
- Low cost
- Elimination of optical to electronic interfaces.

The optical processing field is replete with technical approaches and to some extent there is an inadequate
understanding of the organization of the problem area. This meeting on digital optical circuits will aid those on the periphery
of this technology to understand its goals, approaches, and state-of-the-art. The researchers and engineers who work in this
particular area had the opportunity to meet with their colleagues and discuss the technical details of this highly specialized
field. The state-of-the-art realizations and potential of optical circuit technology was also of interest to a broad applications-
oriented audience concerned with digital data processing, communications, radar and avionics.

Heretofore, conferences dedicated to the subject of linear or two-dimensional optical processing have overshadowed
the subject of non-linear, guided wave. optical bi-stability circuits. Recent advances with non-linear and bi-stability effects
have focussed attention on the possibilities for optical digital circuits. These circuits will result from a blending of non-linear
materials, integrated optics technology and picosecond techniques. It is this latter subject area that the technical Specialists'
Meeting on Digital Optical Circuit Technology focused upon. The Electromagnetic Wave Propagation Panel assisted in the
preparation of this Meeting.

The purpose of this meeting, therefore, was to present the research and development status of optical circuit technology
and to examine its relevance in the broad context of digital processing, communication, radar, avionics and flight control
systems implementation.

II est d'une importance essentielle que les concepteurs des systimes futurs tirent un parti maximal des possibilit6s
offertes par les dispositifs optiques. En effet, des systemes exploitant le potentiel des dispositifs optiques en matizre de
vitesse et de largeur de bande. ainsi que Icur capacite de traitement simultan6 de I'information. devraient trouver
d'importantes applications dans les domaines des communications, du calcul et des radars. Les progres technologiques
accomplis au cours des dix dernicres annees au plan de I'electronique optique, et les r~sultats concrets tout r~cemment
obtenus en laboratoire. permettront sans doute de realiser des ordinateurs ct des syst~mcs de diffusion de donn'es qui soient
I la fois numcriques, entierement optiques. tres rapides etI I'abri des interferences et des impulsions lectromagnctiques.
iriicc :i ces progris technologiques, on dispose actuellement de sources optiques. de dtecteurs, de guides d'ondes optiques,

de dispositifs optiques bistables, de modulateurs et de dcmodulateurs capables de fournir des handes passantes hien
supcricures a un gigabit. c'cs realisations joucnt un r6le stimulant dans I''tude d'applications nouvelles ci il s'agit maintenant
de tendre vers des performances supericures.

l.a rcalisation de systiemes numriques entiircmcnt optiques rcpond i la nccssitt de satisfaire aux impratifs suivants:

- tris haut degre d'integrite des systimes;
- larges bandes passantes pour [a diffusion des donnees;
- grande rapiditc de fonctionnement:
- Iraitement de masses de donnes;
- cout modique:
- elimination des interfaces entre I'optiquc et I'Nlectroniquc.

Le domaine du traitement optique est caractrisc par urc multitude d'approches techniques et, dans unc certaine
mesure l'organisation du secteur a probli~mes n'est pas parfaitement comprise. La reunion sur les circuits optiques
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num~fiques aval pour but d'aider tous ceux qui n ont de cette technologie qu'une connaissance encore superficielle. ii
comprendre ses objectifs, ses modes d'approche et son 6tat d'avancement. Les chercheurs et ingenieurs qui travaillent dans
ce secteur particulier avalent ainsi F'occasion de rencontrer leurs coll~gues et d'examiner avec eux les; details techniques de cc
domaine hautement sp~cialis6. L'6tat de l'art en ce qui concerne les rialisations et le potentiel de la technologic des circuits '
optique pr~sentat 6galement un int&&t certain pour un auditoire oriente vers; des possibilit~s d'applications etendues et se
preoccupant de traitement nun'&ique de dorn~es, de communications, de radar ci d'avionique.

Jusqu'ici, les confrrences consacres au traitement optique lineaire ou bidimensionnel ont laisse dans l'oinbre les
circuits optiques bistables non lincaires ii ondes guidees. Les progr~s recemment accomplis en matii~e d'effets non lincaires
et bistables ont appele l'attention sur les; possibilit~s des circuits. Ces circuits pourront &tre realises si l'on associe les
mat~riaux non lineaires, ia technologie de l'optique int~gr&e et les techniques de pico-secondes. C'est de ce domaine que
traitait essentiellement la Re6union de Specialistes de l'AVP sur la Technologie des Circuits Optiques Num~riques.

Celte Reunion avait donc pour but de dresser un bilan des recherches; et des raisations intiEressant la technologie des
circuits optiques et d'61udier leurs; implications dans le rntexte general du traitement num~rique des donnees. des
communications. du radar, de l'avionique et de la mise en oeuvre des systemes de pilotage.
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FOREWORD

POTENTIAL NATO APPLICATIONS FOR DIGITAL OPTICAL COMPUTERS

by

Billy L.Dove
NASA-Langley Research Center

The computinm power of avionics systems has increased steadily, but is reaching the point where additional capability
will be necessary to implement new functions. The conventional electronic computer has been able to keep up with (first
priority) demands because of miniaturization and associated cost decreases. However, the trend in avionics is to go all-digital
in the solution to complex problems, such as:

o Guidance and control systems - realized in state-space techniques requiring the manipulation of fairly large matrices.
o Variable geometry and CCV aircraft - requiring more sensors.
o Imaging and A/I techniques - increases the number of parallel data channels.
o The changing role of the man in the vehicle, from pilot to in-situ mission manager - demands more information

preprocessing.

The classical von Neuman computer structure can only cope with such requirements by increasing -,rocessor speed and
multiprocessor techniques. The latter, however, involve overhead in bus management so that the law of diminishing returns
limits the usefulness by increasing the number of cooperating processors. The avionics community thus is in need of real
parallel processor arrays, working simultaneously on the same data and on concurrent sensor signals. Several electronic
solutions are being considered, but the available technology for integrating basic circuits on suitable chips almost forbids
their realization in avionics formats and weights. The optical bistable devices discussed at the symposium do have the
potenrialfor realizing a large multichannel computer in a small package. Then not only the size, but also the power
consumption of such digital optical computers can be quite modest. In some ways it even appears to be an overkill to the
avionics engineering community, since I 0 parallel channels operating at rates of gigabauds are easily within reach, and I 0'
parallel channels seem possible. In a lively discussion it was pointed out that the majority of current avionic needs could be
met with 10' to 10' parallel channeL,.

The advice voiced at the meeting, that researchers working on optical computing should strive to join in augmenting
electronic computii;g capability and not to compete with it in order to supplant it, should be evaluated. The infrastructure of
conventional computing in both hardware and software is enormous, but deficient in capability in satisfying the most extreme
computational demands. Both in support to research and design, and in the achievement of performance goals of service
equipment, the demand for computational power continues to exceed capability. Examples of the former lie with
aerodynamic design, and examples of the latter lie with image processing and understanding, and with artificial intelligence.
Both digital optical VLSI interconnect and digital optical computing could contribute to the capability being sought. A staged
approach is required, and the demonstration of digital optical computing with computationally enormous, but
mathematically well-defined, problems of large matrix manipulation seems a good first step and is exemplified in the
approach reported in a number of papers.

'The optical digital computer is of particular interest for future applications wherever arrays of data have to be
processed in parallel. It seems that the first applications of parallel computers will be devoted to special tasks such as matrix
operations as used in all kinds of signal, image, and data processing. Target application areas need to be further refined.
Besides the technological difficulties, an adequate use of a highly parallel optical computer could cause problems on the
software side. A new "parallel" way of thinking will he necessary.

Further progress is to be expected in optical computing with the identification of useful architectures, and in so doing to
focus the efforts of device innovators onto the key aspects where innovation will have more impact.

The following possible applications of the digital optical computer indicate that it is highly desirable for NATO
applications.This listing, by far not complete, may give an impression of how important parallel computers are:

Signal procesing- The majority of digital signal processing uses matrix algebra. In coherent systems, such as radar and
sonar, complex matrix algebra is required. A fast processor operating on arrays of data that arrive in p: rallel (typical data
rate of a radar array antenna: several thousand complex numbers per microsecond) is required to solve a number of
problems, e.g.. beam forming. I)opplcr filtering, multichannel matched filtering, clutter and jammer suppression. clutter and
target recognition. synthetic aperture processing, etc. (existing array processors are serial machines!).

Radar data proce.sing - Tracking algorithms (such as Kalman-Filter) arc also based on matrix algebra. Simultaneous
tracking of several target, requires parallel operation.

viii



Image processing - Fast digital image correlators are of importance for real-time target classification and identification.
A parallel digital optical computer would be the solution to this problem.

Communication switchboards - At a crossing of two bundles of N communication lines, N - interconnections are
possible. Such an interconnection network can be realized by an optical switch array.

Aultisensor signal processor- In a military environment (e.g., fighter aircraft), data coming from various sensors are
obtained simultaneously and have to be processed in parallel and connected with each other.

tI



TECNICAL EVALUATION REPORT

Professor Hyatt M. Gibbs, Ph.D.
Optical Circuitry Cooperative and Optical Sciences Center

University of Arizona, Tucson, Arizona 85721 USA

PURPOSE AND T EME

The purpose of the meeting was to present the research and development status of opti 1l circuit
technology and to examine its relevance in the broad context of digital processing, communication,
radar, avionics, and flight control systems implementation.

The following statement of the theme and objectives from the meeting announcement outlines the
rationale for a reexamination of digital optical circuitry with an emphasis on all-optical systems
employing nonlinear materials:

-In the future It will be important that systems be designed which fully utilize
the capabilities of optical devices. Such systems which exploit the potential speed
and bandwidth capability of optical devices, and their capability for paralle
prccessing of information should find significant applications in the communication,
computing and radar fields. Technology advances of the past decade in optical
electronics and very recent laboratory achievements may make possible all-optical,
high-speed, EMI/EMP immune digital computers and data distribution systems. As a
result of these advances in technology, there are now available sources, detectors,
optical waveguides, bi-stable optical devices, modulators and demodulators capable
of providing bandwidths well in excess of one gigabit. This availability is

stimulating the examination of novel applications and a refinement of device
performance goals is now required.

The motivation for all-optical digital systems is derived from the need to
satisfy requirements for:

--Very high integrity systems
--Wide-bandwidth data disLribution
--High speed
--Real-time bulk processing
--Low cost
--Elimination of optical to electronic interfaces

The optical processing field is replete with technical approaches and to some
extent there is an inadequate understanding of the organization of the problem area.
The proposed meeting on digital optical circuits will aid those on the periphery of
this technology to understand its goals, approaches, and state of the art. The
researchers and engineers who work in this particular area will have the opportunity
to meet with their colleagues and discuss the technical details of this highly
specialized field. The state-of-the-art realizations and potential of optical circuit

technology are also of interest to a broad applications-oriented audience concerned
with digital data processing, communications, radar and avionics.

Heretofore, conferences dedicated to the subject of linear or two dimensional
optical processing have over-shadowed the subject of non-linear, guided wave, optical
bi-stability circuits. Recent advances with non-linear and bi-stability effects have
focussed attention on the possibilities for optical digital circuits. These circuits
will result from a blending of non-linear materials, integrated optics technology
and picosecond techniques. It is this latter subject area that the proposed
technical Specialists Meeting on Digital Optical Circuit Technology will focus upon.
The Electromagnetic Wave Propagation Panel is assisting in the preparation of this
Meeting

EVALUATION

a. Materials

Nonlinear ,ptical signal processing can best be done with very large nonlinearities that operate at
room temperature, require very low power per logic element (microwatts), and are very fast (picosecond).
No such material has been discovered or constructed so far. For most applications other than a large
stationary computer, room-temperature operation is highly desirable if not absolutely essential. GaAs,
in both bula and multiple-quantum-well (MQW) structures, is the most promising candidate at present

(talk 8; see Appendix \ for talk titles and authors). It is alac attractive in other ways: well-
developed and commercially available diode lasers have enough power and the appropriate emission
wavelength to drive GaAs nonlinear optical devices; GaAs can be used to fabricate lasers, detectors, and
high-speed electronics, making it a natural material for integrated optical circuitry; a substantial base
of knowledge and of growth and fabrication equipment already exists for GaAs.

)ther semiconductor materials with large (. I to lO
-5 

cm
2
/kW) optical nonlinearities are being

investigated: lnSb (5 pm, one-photon band filling, 77 K; talk i); InSb (10 Lm, two-photon band filling,
300 K; talk 1); CdS (0.49 Vm, bound exciton, 4 K; talk 2); CuCI (0.39 pm, biexciton, 4 K; talk h and Ref.
I); InAs (3 am, one-photon band filling, 77 K; Ref. 2) CdxHgl-Te (10 pm, one-photon band filling, 77 K;
talk 3); CdxHg_.,Te (10 um, two-photon, 300 K; talk 3); ZnS (0.4b to 0.64 Wm, thermal, 300 K; talk 8);
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ZnSe (0.51 to 0.65 ia, thermal, 300 K; talks 8 and 9). Semiconductor resonantly enhanced interactions
have short absorption depths (I j am), permitting very short and fast decision making devices.

Pipeline data applications may use guided-wave devices with lengths from one to several
millimeters; semiconductors can be used farther oft resonance or in overlays in which only the

evanescent field experiences the nonlinearity. The much longer interaction distances make the much
smaller (10

- 9 
to 10

- 8 
cm /kW, i.e., very large compared with other known nonresonant nonlinearities) but

faster nonlinearities of some organic materials attr:tive (Ref. 3).

Clearly the search for larger and faster oonlinearities, especially those still effective at room
temperature, should continue.

b. Devices

Nonlinear optical devices for signal processing can he classified roughly into two categories:
nonlinear etalons in which the light beams travel perpendicular to the plane of the etalon and nonlinear
waveguide devices in which the light is guided through the nonlinear medium.

1. Etalons

Nonlinear etalons are attractive for parallel processing because up to a million beams could be
focused on a single etalon, defining an independently functioning pixel for -ach beam. In the space
between the nonlinear etalons the beams can be directed, imaged, or transformed by linear optical
devices; the beams can pass through each other without interfering. That is, the power and advantages

of optics can be fully utilized, and the nonlinear etalons make the logic decisions.

A thin film of nonlinear medium can exhibit optical bistability or thresholding, for example, by

three different mechanisms: absorptive and/or dispersive bistability with external feedback or by
increasing absorption bistability with only intrinsic feedback. The lowest powers, fastest speeds, and
highest transmissions have been achieved using dispersive bistability. The most promising devices to
date are GaAs (talk 8) etalons and ZnS (talk 8) and ZnSe (talks 1, 8, and 9) interference filters for
room-temperature parallel processing.

If one imposes a maximum heat load of 100 W/cm
2
, consistent with some electronic designs, one can

extrapolate present-day one- or few-beam experiments as follows. An array of 106 spots with 10 m
4 

per
spot could run cw or up to 10 KHz on a 5-cm

2 
ZnS interference filter assuming 25% absorption (i.e., up

to lll) operations per second). An array of 106 NOR gates with I pJ per gate could run at 100 MHz on a
I-cm

2 
GaAs etalon (i.e., up to 1014 operations per second). Clearly lower powers are desirable, but

these numbers are becoming reasonable enough to warrant the design of special-purpose few-pixel
demonstrations in order to study other problems associated with parallel processing of multiple beams:
crosstalk via diffraction, diffusion, or luminescence; heat dissipation; and uniformity of thickness; for
example.

Nonlinear etalons are able to perform all of the basic logic operations (talks 1, 2, 3, 8, 9).
Under certain conditions the transmission of a nonlinear etalon can become unstable; that is, for a
noise-ftee steady input intensity, the output intensity can become time dependent. If the round-trip
time tR exceeds the medium response time TM, the output may undergo very regular oscillations with a
period of ?t R . As the Values of TM are reduced, faster and faster all-optical oscillators can be
constructed (talk 4).

Most of the device research is directed toward the improvement of the most promising nonlinear
etalons. But it is important to pursue studies of fundamental limits, such as determining the smallest
number of nonlinear atoms required for bistability and achieving bistability without a cavity (talk 7).

2. Wavegoides

WAvegiides permit the maintenance of high light intensity over long propagation distances. Only
the largest nonlineartties Are useuiil for nonlinear etalons because diffraction limits the strong-focus
length (the Rayleigh length = ,w,2 I, where wo is the beam waist at the focus and is the wavelength)
ti micrometer distances. In contrast, smaller and perhaps laster nonlinearities can he useful for
gutded-wave devices. if course, the transit time increases with interaction length. But in pipelining
ippLications, such as data encryption and decoding, transit time is unimportant provided the medium
r-.ponse is fast enabling a short time between pulses.

the ,develnpment 'i *ill-optical wavegiiid e histable devices has lagged behind that for etalon
0,1i s'. There have been a number of hybrid devices utilizing waveguide modulators. With tast

r and in;'iitiers, hybrid devices .an operate in tens of nanoseconds with very low optical
rs. Exteroil amplitlers and power supplies can be eliminated it millisecond response time is

isp t libi.. Fast hybrid devices might be tile best way to harden sensitive detectors and/or eyes against
,isers, lHigh-spoed opt-electronic switt hes may he useful in this context (talk 13). PatLicularly

itt ra, tive re devices based on interferometric odulators such as the Maci-Zehnder directional coupler
n- , ilatr (t lk l").

AI-optical waveguide devices are in an early stage ,t development with the emphasis upon
teilhillty totiis. The guide material can he nonlinear in principle, but the common materials for

nistricting wieguides Are not always the most nonlinear. And the nonlinear materials often hase
!,osscos preventing propagation distances of several millimeters. The sonLtIon being tried in several
; bs is t) , rLav the imlinear material on top of a convent iona I waveguide. The evanescent wave can
blel 0listed to give the desired phase shift with acceptable losses in distances convenient for waveguide
,nst rnt lion. talk , discusses liquid hS, contacted to a wavegitde prepared by silver-sodiim ion-

,-hange in schitt glass typ., f5. Light of I.ih-m from a Nd:YAi; pulsed laser is prism-coupled or
.dtird into the nonlinear waveguide stricture. The response time of the CS 2 should he 1 to 1 Ps, but



OPTICALLY NONLINEAR AND BISTABLE BEHAVIOUR OF DIRIK:'i GAP SEMLCONDUCTORS

C. Klingshirn, K. Bohnert, H. Kalt and K. Kempf
Physikalisches Institut der Universitat

Robert-Mayer-Stra3c 2-4
D-6ooo Frankfurt am Main, Germany

SUMMARY

The optical properties of semiconductors i.e. the spectra of absorpt 2on and rr-
tion are determined in the vicinity of the absorption edge by exciton states.
light intensities, the optical properties of a sample are independent of the
light power. This is the regime of linear optics. Under illumination with qtr<.nj ij :,t
fields, generally from lasers, the optical properties become intensity s, [ a
socalled nonlinear optical phenomena can be detected by various experimental t
like laser-induced grating spectroscopy or excite and probe beam techniqaes. r e
experimental data, the physical origin of the nonlinearities may be dedLLC], 1h1'
important contributions are with increasing excitation a broadening of the excitn re-
sonances, transitions to the biexciton and finally the phase transition to an lotrin-
aole plasma.

Some of these excitation induced variations of the optical properties can be sed
to achieve optical bistabilit'. Various types of absorptive and dispersive bistability
have been found. These optically bistable devices promise interesting ossibilitios for
application as digital memories or as elements for logical operations.

1. INTRODUCTION

One of the basic properties of crystalline semiconductors is their bandstructure,
i.e. the relation between the eigenenergy E of an electron state and its quasimomentrum
k . For an idealized direct gap semiconductor the bandstructure is shown in Fig. Ia.
At zero temperature the valence band states are completely filled and the conduction
band states are empty. The minimum energy distance between the bands gives the width Eg
of th. forbidden gap. In a socalled direct qap semiconductor the valence band maximum and

a b E

CB .. nB

Scontinuum ' -00

Eg

k -K

VB

Fig. I: Schematic presentation o' the bandstructure of an idealized, direct gap semcon-
ductor (a) and of the resulting exciton states (b). The dashed lines give the
dispersion of photons in vacuum.
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DISC'USSION

H.Gibbs, US
We obtain slightly better results with zinc sulphide than zinc sclenidc. F lase von looked at /1inC sniphide'

Author's Reply
Yes, Ae have indeed - and our results and sours hear so me interesting comparisons because %ke liti' c replaced the 11inc
selenide in cxactlv that same design with zinc sulphide - right. And sse get no effect %% hate% cr. We '. e also done the
other thing - we've replaced the spacer laver wkith zinc suiphide - and weC d0 get results. IhatsI not so surprisinig hut is'
lto technical to discuss here. But thr- 's obviously a 1,rcat deal more to rcsol'.c abiout oiht ii i n inside the
itterference filters. No doubt WLoull sat. ci~orc later.

D.Bosmn, Ne
Ito'. sensitive is the operation of optical processors ofigh hit capacity to smuall unintended changes of optical path
letngths. e.g. due to % ibration'!

Author's Reply
I don't think it's very sensitive because optical dcsiices are being made in difficult en'. ironitents %%ith laser gear fir
pattern recognition and all sorts of detection sy'stems. In terms oif distanices and addressing things. iof course optical
beams hit virtually all tltc elements at the same time, so t hat's not a hutige problem. So you '.'.iild then he talking abouit
sib rations ii.e r the surface area of the ittdivsidual elements. Well I thinuk si i cait actunal'.y make thantIa i rl\ rigid. 01) couinrse
it depends on the amount of'resolution -~ the data rate son want, so) that doesn't look like an impractical priipoisitiiin. I
think.
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Figure 4. Experimental layout and operating condition for the demonstration of high

frequency cross-wavelength modulation.
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Figure 3. Input/output characteristics (reflection) for an InSb etalon.
(a) Experimental result. (b) Calculated using the improved plane wave theory
described in text.
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8. Room Temperature InSb Results

The results of initial optical bistability studies or. room-temperature InSb have already been published

,Kar et al. (II)) . In these experiments free-carriers are excited across the 0.18 eV bandgap with 10.6 Pm

(CO 2 laser) radiation by a two-photon process. Recent results have been obtained using longer, 1, 3 11s,
duration pulses to minimise the dynamic effects of the rise and fall of incident power. In addition, small
area pinholes mounted directly onto the samples have been used to define an area of uniform illumination at
a specific point on the device. This should permit more direct comparison of experimental results with
plane wave theory. Controlled variation of the initial detuning is achieved by angular adjustment of the
sample. The pinhole ensures that all measurements are made on the same part of the sample, avoiding any
uncertainties caused by material or surface-finish non-uniformity. Fig. 6 includes an example of the
transmission characteristic which shows clear hysteresis. Care must be taken in claiming true bistability
before completion of a full analysis of all the dynamic effects. Fig. 6 also plots the switching irradiance
as a function of initial detuning and shows, at least qualitatively, the expected trend.

9. Conclusions

This experimental programme can be summarised under three main headings: the physics of the non-
linearity and associated parameters, e.g. the form of An(I,T) and a(I,T); the development and character-
isation of single devices, e.g. switches, transphasors, modulators, etc., and the coupling of devices to
develop photonic logic. Future work is directed at taking these InSb devices further including investiga-

tion of possible waveguide geometries.

It now seems possible to iterate a significant number of all-optical circuit elements and to demonstrate

a simple processor.
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4. Transphasor Action

By adjusting the initial detuning from resonance of the InSb etalon the transmission characteristic
can be made to have a steeply-sloped single-valued region - giving high differential gain. This permits
the construction of a transphasor amplifier. By using a separate 3 VW, 5.5 Lim wavelength chopped beam as
a probe, pulse-amplification of up to 1.3 x 104 has been observed from a single device (Tooley et al. (8)).
It should be noted that there is no requirement for the signal to be coherent with the bias beam in this
application, as was demonstrated by using orthogonally polarised beams with equal success.

5. Response Speeds

The signal frequency in the high-gain transphasor experiment was limited to ', 1 Klz by mechanical
chopping rates. It is important that the upper bandwidth limit of the InSb transphasor be determined.
Direct observations of the switching times obtained by very slowly sweeping the input power give an upper
limit of 2 Lis for both switch-on and switch-off. (Much faster switch-on times should be possible with
more intense, fast-rising pulses, as implied by successful switching with 35 ps Nd:YAG laser pulses
(Seaton et al. (9)). To investigate the higher frequency response of a transphasor-type device a 1.3 Lim
laser diode, capable of being modulated at > 10 MHz has been used as the signal source. The experimental
arrangement is shown in Fig. 4, together with the reflection characteristic employed. No attempt was made
to achieve gain in this instance. With the device biased to the centre of the negative slope region, the
signal on the 1.3 jAn beam incident on the rear face of the sample induced linearly-proportional modulation
on the reflected 5.5 jn beam. In initial experiments power gains of up to 20 have been observed between
the 1.3 um input and 5.5 Jim output. There is evidence that the gain-bandwidth product has a constant
value of about 4 x 106 Hz.

6. Cross-Wavelength Modulation and Switching

In addition to the 1.3 Jim laser diode a wide range of other sources have now been used to switch or
modulate the 5 m InSb OB-switch or transphasor. These include visible wavelengths - of particular interest
to potential image processing applications. For example, with the laser-diode in Fig. 4 replaced by a
10 mW He-Ne laser both switching and modulation of the 5.5 wa reflected beam by coherent visible radiation
have been demonstrated. Alternatively, using a photographic flash-unit incoherent-to-coherent switching
with white light has been studied (Smith et al., ibid). Table 1 sumsarises these and other experiments.

Table 1. Cross-wavelength modulation and switching of an InSb OB device pumped at 5.5 in

Wavelength, etc. Operation Gain Frequency
(Source) Mode

5.5 jm, 3 WW Switching 1.3 x 104 % kHz
(CO laser)

1.3 Jim, i mW Switching Single pulse
(Laser Diode) Modulation 10 ' 4 MHz

1.06 jim and 0.53 jm, 5 nJ Switching Single pulse (35 ps)

(Nd:YAG Laser)

0.633 jm, 10 mW Switching % 1 3 kHz
(He:Ne Laser) Modulation

White Light Switching Single pulse

(Camera Flash)

7. Demonstrations of Sequentially Coupled Logic Elements

An experiment in which the transmission change through one bistable InSb device was used to switch a
second has been reported previously (Smith & Tooley (10)). Recently we have coupled two devices together
working in their reflection mode and, more significantly, with both gates operating adjacent to each other
on a single InSb etalon. The experimental geometry is shown in Fig. 5, together with the results obtained.
The two gates were addressed from opposite sides of the sample and were separated by about 0.5 mm, i.e.
about 2.5 focal-spot diameters. The reflection from gate 1 was directed at gate 2. By biasing gate 2 to
just below its switch point the following sequence was demonstrated, as reproduced in Fig. 4. Firstly as
the input power to gate I is increased the reflected power becomes sufficient to switch on gate 2 (low
reflection state). A further increase, however, causes gate I to switch on. The consequent drop in
reflected power simultaneously causes gate 2 to turn off. Finally, a further increase in input power can
eventually turn gate 2 back on once more. The range of input powers over which gate 2 remains on is
determined by its initial bias condition. This device represents an XNOR gate and is also close to a flip-
flop configuration, the latter simply requiring the output from gate 2 to be directed back at gate 1.
Finally, by using transmission feedback, or by adding a third switch, an oscillator could be constructed.

Altogether, the feasibility of a wide range of logic devices have been demonstrated. For example,
with a single active element only, both AND and OR gates can be made using the transmission mode, while
NAND and NOR gates are obteined by operating in the reflection mode. The device described above demonstrated
a two-element XWOR gate, while the first element alone acted as an XOR gate. Finally, of course, a bi-
stable characteristic provides a memory element. We have now reached the point where we can start to
build simple all-optical circuits.
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in t  = T() (i 4 R) I (4)(1 R) i

so that Iin t increases as T(A) rises giving positive feedback to the nonlinear shift in optical thickness.
In fact, then, the peak in Fig. la moves increasingly quickly toward the laser wavelength XL* If a linear
intensity ramp (with time) is used to address the device then the rate can be expressed either as a
function of incident intensity or time (Fig. Ic) and is given by

T

d(6 T) T / (___n2 _ i dT (5)T() max
I2n L (5)

2 dl

The two terms in the denominator of the RHS of Eq. (5) represent the nonlinear shift and feedback respect-
ively. When the feedback, changing with I i and dT/dA, becomes large enough this denominator approaches
zero and the rate of approach of the moving resonant wavelength to the pump wavelength diverges and becomes
infinite (Fig. id). At this point the device switches suddenly on to resonance. The large internal field
being now established, reduction in I i leaves the resonator in its upper state and hysteretic, i.e. memory
behaviour is seen. The simplest plane wave theory is obtained by simultaneous solution of Eq. (4) for T)
with the standard Airy formula describing Fig. la,

1

T( ) = 2 (6)

1 + Fsin 6

where

F = 4R/(l - R)
2 

and 6 = 27nL/A

The input-output characteristic may appear as in Fig. lb, but varies according to choice of initial
detuning D.

3. Comparison of Theory and Experiment

An example of an experimental optically bistable characteristic is given in Fig. 2 for an InSb
resonator activated by a CO laser at 1819 am-'. Another characteristic, showing switching through three
Fabry-Perot orders and observed in reflection, is shown in Fig. 3a. An approximate theoretical fit to
these results can be achieved, without resorting to full-dimensional modelling, by including two factors
in the basic plane wave theory, outlined. First, assuming that any saturation of the contribution per
excess carrier-pair can be neglected,

n(1) oN(I) (7)

That is, An may be taken as directly proportional to the density of excess carrier-pairs generated, An,
with a constant of proportionality, a (Miller et al. (6)). AN(I) then remains to be determined. This
requires a knowledge of carrier recombination rates. A review of published experimental data for excess-
carrier lifetimes in n-InSb at 77 - 100 K shows considerable spread of values. However, there is a clear
trend showing shortening lifetimes, TiR, at higher carrier densities (> 5 x 1015 am

- 3 ) 
and an empirical

relation can be deduced of the form:
-I

TiR  = r, + r2 (No +A N) (8)

where No is the dark carrier density and AN the excess carrier density. This relation implies a mono-
molecular, e.g. trap, recombination at low carrier densities, evolving to a bi-molecular, e.g. radiative,
recombination process at higher densities. A fit to the data can be obtained using r, = 1.5 x 106 s-

1

and r 2 = 1.5 x 10l
-
10 rM

3 
s-1, both rates being accurate to about ± 50%.

Using Eq.(8) 5or TR, the equilibrium excess carrier density can be calculated for any internal
irradiance, I(W/cm ( , from 8N = OTRI/hv. Thus AN(1) , and hence the refractive index change, can be
obtained from:

(r, + r2 NO
) 2 

+ 4r 2oI/hy (r, + r 2N O )SAN(I) 1 o 201 2 (9)

2r2

where ao is the carrier generating absorption coefficient (cm-lI) and hV the photon energy (Joules).

It is assumed in the above that (o is not significantly saturated at these irradiance levels. This
is consistent with experimental measurements of absorption as a function of irradiance performed on other
samples from the batch currently being used to fabricate bistable devices. These results demonstrate an
increase in transmission losses with increasing irradiance, and appear to be consistent with a simple model
based on additional absorption being induced by the generated free-carrier pairs. Assuming equal electron
and hole concentrations, free-carrier absorption is dominated by the direct intra-valence-band hole trans-
ition. The hole absorption cross-section is, 0 = 2.5 x 10-15 cm

2
, at 77 K in InSb (Kurnick and Powell (7)).

The total absorption coefficient is then given 9y:

a = a ° + AN(I).Op (10)
0

It has been found that by using Eq. (9) to calculate the excess carrier density, and hence both An
from Eq.(7) and the total absorption from Eq.(l0), that the input/output characteristic calculated from
plane-wave theory gives a reasmoable fit to the experimental result. This is shown in Fig. 3b, where O
has been taken to be 1.9 x 10- 1 8 cm3 

(equivalent to n2 = 0.3 m
2

/kW at low AN values). Further improve-
ments in modelling such characteristics will probably require a fuller 2-D calculation.
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OPTICALLY BISTABLE DEVICES USING InSb

S.D. Smith, F.A.P. Tooley, A.C. Walker, A.K. Kar, J.G.H. Mathew and B.S. Wherrett

Department of Physics, Heriot-Watt Ukliversity, Riccarton, Edinburgh EH14 4AS, U.K.

Sumary

InSb etalons operated at 77 K and illuminated by CO lasers (5.5 Lim) exhibit cw optical bistdi.;i;lt
A wide range of experiments have been performed to permit the basic characterisation of these devices and

to demonstrate their various potential applications. The latter include signal amplification, modulation

and, with external switching, the construction of logic gates. Two devices on a single etalon have now

been coupled to form a simple all-optical circuit.

New results have also been obtained with InSb at room temperature using pulsed CO
2 

lasers (O.f, 'm)

1. Introduction

Abraham Szoke et al. (1) proposed that a saturable absorber inside a Fabry-Perot optical resonator
could exhibit two bistable states of transmission for the same input intensity. The simple idea is that

at high intensities, the induced transparency allows constructive interference at resonant wavelengths and,
due to the large internal field in this situation, the system can be held 'on' to lower incident intensities

than those required to induce the transparency. The experiments quoted were, however, inconclusive and it

was not until 1976 that Gibbs et al. (2; demonstrated optical bistability using sodium vapour in an inter-

ferometer. They deduced that the effect was caused by nonlinear refraction rather than saturable absorption.
The physics and mathematics underlying optical bistability has attracted much theoretical interest; a
review was given by Abraham and Smith (3) , citing 250 papers around 80% of which are theoretical.

In 1976, nonlinear refraction was explicitly observed at milliwatt powers at wavelengths near the
absorption edge of the narrow gap semiconductor, InSb, in our laboratory (Miller et al. (4)). Liquid-

nitrogen cooled InSb and CO lasers have proven to be an extremely useful combination in both the study of
optical bistability and the demonstration of practical bistable devices. In addition, InSb with CO

2 
laser

illumination has permitted the demonstration of bistable switching at room temperature.

2. Theoretical Background

If we begin with intensity-dependent refraction and absorption we can simply express linear effects

in intensity I by:

n(I) = no + n 2 I (1)

where the nonlinear refractive index, n
2
, can conveniently be measured in cm

2
/kw, for refraction and to

relate absorption coefficient a(I) to linear absorption ao,

a(I) = 0o - a21 (2)

Both n
2 

and (02 can be described by the conventional expansion of polarisation Pi in powers of the electric

field. We are concerned here with third order polarisation for intensity dependent effects proportional

to < E(w) >2 with w
1 

= La
2 

= wa
3 

= W. Values of X
( 3 ) 

reported before 1976 varied from lo
- 8 

- 10 esu as

reviewed by Wherrett (5). However X
( 3 ) 

in InSb is measured to be % 1 esu.

The explanation of this enormous (109) decrease in required power lies in the near resonance between

the triply degenerate frequency w) of the three field components and the frequency difference between
initial and various intermediate states, corresponding to the semiconductor energy gap.

The presence of absorption allows real excitation of the system: redistribution of the electron

population will temporarily change the properties of the material. The nonlinearity is thus said to be

'active' and, persisting for a characteristic population lifetime T
R 

(varying from microseconds to pico-

seconds) and can also be said to be 'dynamic'. Just as linear refraction and absorption are related by
the Kramers-Kronig relation, the same integral can be used to calculate the nonlinear refraction from the
change in absorption induced by population redistribution if the relaxation processes are fast compared

with the measurement time. This method has been successfully used to predict the magnitude and sign of

'active' effects in semiconductors, Miller et al. (6). For band edge effects in small gap materials it is

sometimes known as the 'dynamic Moss-Burstein effect' and explains both the resonance behaviour and mag-
nitude of n 2 near (a few 10's of cm- 

1
) the band edge with values n 2 % 0.1 - 1 cm

2
/kW. Since a device can

be switched with an increment t~n 1 1o-
3

, power densities of order W/cm
2 

can be used in practice.

To obtain optically bistable switching feed-back is provided by a Fabry-Perot resonator, formed by

the polished InSb surfaces themselves. An interferometer of optical thickness nL, shows peaks of trans-

mission as a function of wavelength when

M )/2 = n(I)L - (n o + n 2 Iint )L (3)

where lint is the intensity inside the resonator and M is integer. Consider an initial detuning from
resonance of D, Fig. Ia. As the incident intensity I increases, the optical thickness changes as the

internal intensity I rises, through the term n211 tL in Eq.(3). The transmission peak (Fig. Ia) thus moves

towards resonance, increasing the transmission T( ) and thus giving a nonlinear characteristic (Fig. lb).

However the internal intensity lint is related to the 'incident' intensity I by
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the response has not been studied with subnanosecond resolution. Polydiacethylene has a higher x(3) and
should also be subpicosecond. Reference 4 describes earlier studies with liquid-crystal nonlinear

overlays and second response times.

An attraction of using semiconductor waveguides is the potential for integrating optical sources,
detectors, and electrical components on the same substrate. Talk 11 discusses the problems and
possibilities in great detail and concludes that semiconductor waveguide performance should eventually
be comparable to that of LiNbO 3, the standard material for waveguide devices.

It is anticipated that the development of nonlinear optical guided-wave devices for serial
processing will be very rapid, driven by the great success of optical fibers for long-distance
communications and the anticipated demand for guided-wave optical interconnects within electronic
computers.

c. Optics in Computers

The progression of optics within digital computers is likely to be guided-wave interconnects, free-
space imaging interconnects, special-purpose optical processors, and finally, if ever, all-optical
computers.

Guided-wave interconnects can use existing technology developed for optical communication links;
namely, sources, modulators, optical fibers, and detectors. Intergration of all needed components is
the objective of much of the current research and development.

Much less developed or accepted is the imaging of whole arrays of information from one chip or
board to another. Spatial light modulators (talk 15) and detector arrays are essential for the light-
electronics interfaces. If nonlinear arrays can be used to reduce the data, then a single detector or
fewer-element detector arrays would suffice. Imaging interconnects would utilize the advantages of
light beams: massively parallel, no interaction between beams passing through each other, and fastest
propagation speed, for example. Dynamically programmable interconnects in which beams are redirected

during computation can be conceived (talk 17), emphasizing that optics offers some unique possibilities.

Special-purpose optical add-ons to electronic computers are already being marketed (Ref. 5). Some

operations that optics can do better (quicker, cheaper, smaller space) are farmed out to the optics
device and the answer is fed back. The evolution of electronic computers is itself in this direction of
parallel architecture and dedicated subprocessors, making the resistance to the uqe of an optical
dedicated device much lower. The study of computer architecture especially designed to fully utilize

the new possibilities with optics is very important (talk 18; Ref. 6).

Perhaps someday there may even be an all-optical computer. Talk 14 discusses this possibility with
considerable optimism based on several facts: the electronic computer is in trouble not because of
switching speed, but because of communication problems; optics is not starting from zero, since linear
operations such as imaging and Fourier transformation have been performed for many years; photons cross
with no interaction except for very localized regions where "exotic" nonlinear material is carefully

placed; optics is naturally suited to massive parallelism so the optical logic components can be far

inferior and still yield much better systems performance.

CONCLUSIONS

It is a near certainty that optical circuit elements and devices will find commercial and military
applications in an increasing number of cases. Serial data processing for communications such as
telephony, data transmissions, and connections between and within computers, will surely result in
greater and greater demands for high-speed integrated source/modulator/fiber-interface/detector chips.
Massively parallel systems utilizing imaging and nonlinear arrays will take longer to develop but will
be necessary to handle pattern recognition or guidance decisions in real time. Whether or not there
will ever be an all-optical computer seems rather irrelevant. The important point is that optical
circuitry certainly has contributions to make. Let's see how well it can do.

RECOMMENDATIONS FOR FUTURE EFFORTS

Research and development should be directed toward the search for better nonlinear materials, the
optimization of the growth of known materials, the optimization of nonlinear devices (design, coatings,
etching, or background losses may degrade performance well below that predicted for the known
nonlinearity in an ideal device), improvement of light-electronics interfaces, the construction and
testing of prototype systems, and the development of new algorithms and architectures taking advantage
of actual and perceived optical devices. The July 1984 IEEE Proceedings Special Issue on Optical
Computing (Ref. 7) is an excellent place to find many more details (see also Refs. 8-11).

Concerted efforts such as the European Joint Optical Bistability effort or the Optical Circuitry
Cooperative at the University of Arizona should accelerate progress in this field.

XilI



conduction band minimum occur at the same position in k-space, generally at k o.
The bands assumed to be isotropic and parabolic can thus be described by

2k2

EcB(k) = Eg + 2m

2k (k) k
EBvBk 2

mh

where me and mn are the effective masses of conduction and valenceband, respectively. In
an excitation process an electron is lifted from the valence into the conduction band.
The empty state in the valen~eband qan be described as a positively charged hole withkh=-ke and oh = -e where ke and Ge are the wavevector and the spin, respectively of
the electron removed from the valenceband. The electron and hole interact via the Coulomb-
potential screened by the dielectric "constant" E. They form thus a hydrogen like series
of pair states, siti'ated below Eg. The quanta of these states are called excitons. The
descrete states can be described in this approximation by

* 1 + 2K2
E(nBK) = Eg - R -2M nB= 1,2,3 ... (2)

B

with: nB main quantum namber of the hydrogen atom,

: wavevector of the exciton,

M = me + mh: effective translational mass of the exciton,

Ry : reduced Rydberg energy of the exciton,

l = me m h (me + mh ) ': reduced mass of the exciton.

The reduced Rydberg energy of the exciton is given by the one of the H-atom of 13,6 eV
modified according to Eq (3)

Ry = 13,6 eV (3)

£2

In typical semiconductors Ry varies from 1 meV to loo meV. Above Ea there follow the
continuum states of the exciton. The relation given in Eq (2) is visualized in Fig. Ib,
together with the dispersion curve of photons (dashed line) given by

E = tw = cI K (4)

A plot of E as function of K is often used since there are conservation laws for both
quantities. This E(K) plot is called a dispersion relation.

In many direct gap semiconductors the band to band transition is dipole-allowed, re-
sulting in a strong coupling between some exciton states and photons. As a consequence
a mixed state of the electronic excitation i.e. the excitons and the electromagnetic
field of the photons is formed. The quanta (or quasiparticles) of this mixed state are
called excitonic polaritons. The dispersion relation of these polaritons can be deduced
from the dielectric function c(w,K) and the polariton equation. The contribution of a
single excitonic resonance e.g. the nB = 1 state to £-(,K) is given by

(w,K) = 
t
b (1 + f(K) (5)

E(nB ,K)2 _ i i I ? (K)

with Fb : background dielectric constant, taking into account the contribution of all

resonances with eigenenergies above E(n= 1,K)l

f(K) oscillator strength of the resonance,

7(K) : damping of the resonance.

The K-dependences of f and : are usually neglected. The K-dependence of the eigenenergy
E(nB = 1,K) is known as spatial dispersion. The polariton equation reads

c2K2
= -- (6)

Eqs (5) and (6) are an inplicite presentation of the polariton dispersion. It is shown
for " = o in Fig. 2a. The dispersion splits into a lower and an upper polariton branch.
The longitudinal exciton branch is shown, too. The real part of the refractive index
n(M) results from Fig. lb and 2a simply as the ratio of the polariton wavevector and the
wavevector of photons in vacuum

n(,) K Polariton / kPhoton (7)

If a finite is included, the evaluation of Eqs (5) and (6) yields also an imaginary
part for the upper and lower polariton branches leading to a peak in the spectrum of the
absorption coefficient , centered in the region of transverse and longitudinal eigenener-
gies.
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Fig. 2: The dispersion of lower and upper branch polaritons, LPB and UPB, respectively.

The longitudinal exciton branch is split from the transverse eigenenergy by the
longitudinal-transverse splitting ALT (a), the reflection spectrum resulting
from the dispersion (b) and the energy dependence of the effective absorption
coefficient leff (c).

From the discussion above it is obvious, that the optical properties in the vicinity
of the absorption edge are dominated by exciton effects. The real- and imaginary parts
of the dispersion of exciton-polaritons determine the real and imaginary parts of the re-
fractive index ii

(w) = n( ) + iK(w) (8)

On the other hand n and K determine the reflection- and n in turn is related for nonmagne-
tic materials to the complex dielectric function by

-2
n = C (9)

transmission spk .tra of a given semiconductor sample. A schematic picture of the polari-
ton dispersion and the resulting reflection and absorption spectra is given in Fig. 2.
The higher exciton-states (see Eq (2) for nB 1) produce similar structures, however
with an oscillatorstrength decreasing as

- (10)
fnB - n-- (

B
and converging towards the continuum states.

2. NONLINEAR OPTICS

Thq relation between an electric field E applied to matter and the resulting polari-
zation P of the medium reads

P= to (M - 1)9 (11)

assuming plane harmonic waves with angular frequency -. The dependence of r on K (Eq (5))
is neglected for simplicity. co is the permeability of vacuum (Lo = 8.85.1072 Vs ) As
long as i or R are independent of E one has a linear response of the polarizatmn to
the applied Lield. Correspondingly one speaks about linear optics. At sufficiently high
amplitudes E* or intensity I of the light field, -(() itself starts to depend on L
Phis is the field of nonlinear optics. For some recent reviews of nonlinear optics see
e.g. (71o. In this chapter it will be demonstrated how nonlinear optical phenomena can
be detected experimentally and what are the main physical mechanisms in direct gap semi-
conductors leading to excitation induced variations of , or ii. The next chapter will be
devoted to various possibilities by which these nonlinearities may lead to optical bi-
stability and in the final chapter we shall consider the logic connections which can be
realized by optically bistable devices. Though the phenomena, which will be discussed
below are common to many direct gap semiconductors, we have selected preferentially
examples for the widely known, typical direct gap semiconductor CdS, belonging to the
family of II-VI compounds. In order to keep the list of references finite, we often refer
to review articles, which then contain an exhaustive list of original publications. A
conceptually simple and very powerful experimental technique to detect optical nonlineari-
ties is the spectroscopy with laser induced gratings (LIG) (8,1o). Two monochromatic,
coherent and equally polarized laser-beams of generally equal frequencies are brought to
spatial and temporal coincidence. In the overlap area an interference pattern is formed,
i.e. there are planes of constructive interference (shown as dashed lines in Fig. 3)
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interference of two plane
()aser-)light fields and the
resulting grating produced in

- L a sample

S A
T

sample

separated by regions of destructive interference. If the intensity of beam "b" Ib is
much smaller than Ia the resulting intensity I will just be modulated around Ia . For
la = Ib I will vary periodically in space from 

4
1a to o . If now a sample is brought into

the interference pattern, the optical properties of which depend on the intensity and
frequency of the exciting light I and hwexc, respectively,

n I, -exc
)  

= no(,) + An( , I, wexc 
)  

+ i(o)(W + A<(W, I, 'exc) (12)

a periodic modulation of i results. An amplitude or a phase grating is formed, depending
whether AK or An is predominant. The grating has a spacing A given by the angle 0 between
the two beams and their wavelength

2 sin 0/2 (13)
The grating decays by recombination of the excited carriers and by diffusion (7]. From
this grating a further light beam may be diffracted. In the simpliest case the laser-
beams which are creating the grating are diffracted themselves (see insert in Fig. 4a).
The grating can be regarded as a thin (two-dimensional) one for a sample thickness d

d << 2 (14a)

and as a thick one, where the diffracted beams have to fulfill the Bragg condition for
d >2 A 2

d > (14b)

In Fig. 4 we give the intensity of the first diffracted order in a CdS platelet of 7 11m
thickness (11]. The grating is produced by the interference of two coherent dye-laser
beams of about 3 nsec and 0.o3 meV temporal and spatial halfwidth, respectively. They are
produced by splitting the output beam of an excimer-laser pumped dye-laser into two beams
of roughly equal intensity and by combining them under an angle 6 = 1.70 on the sample.
This results in .A 1 17.9 wm fulfilling the condition for a thin grating. 2
Diffracted orders could be observed at values as low as la 1= 1oo W/cm or
Ia = 5.1o

3 
W/cm

2 
and Ib = Io W/cm

2
. Easily several orders coul be detected, however with

rapidly decreasing intensities for increasing order indicating that the spatial variation
of E is slightly deviating from a sinusoidal one. Fig. 4a gives the spectral dependence
at first order intensity 4oo W/cm

2
. A LIG is formed only on the flank of the absorption

edge around 2.55 eV (see also the spectrum without excitation in Fig. 6). Under these exci-
tation conditions the damping of the exciton increases with I due to collision broadening
resulting in a modification of Eq.(5) to

f
(., K, I,* exc ) = (b(1 + = (14c)

E(n ,K) - - i '(n('exc' I)

Thus the LIG is in this case a predominantly absorptive one. For intensities around 5 to
3o kW/cm

2 
the excitation spectrum of the LIG has a different shape ( Fig. 4b).It consists

of a resonance-like structure with a dip in the middle. The dip is situated at 2.5497 eV,
which corresponds exactly to half the biexciton energy determined independently in [121
to Ebiex = 5.o994 eV. A biexciton is a quasiparticle consisting of two electrons and two
holes forming a bound state with respect to two free excitons. The dip in the spectrum of
Fig. 41, can thus be attributed to a two polariton transition to the biexciton, which has
a high oscillatorstrenith [3]. The modification of i caused by that two polariton transi-
tion can be understood qualitatively in the following way: If light with energy 'exc is
sent onto a sample, polaritons of this frequency are created in the sample. In this case
polaritons of energy abs = 

Ebiex - T1,exc can be absorbed, converting the polaritons into

'.4
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biexcitons. As a consequence, illumination of the sample with light of frequency 
1
h-exc

causes an absorption dip at n-abs. The oscillatorstrength of this excitation induced ab-
sorption is proportional to the density of polaritons at Tl exc and thus depends on I. Due
to Kramers-Kronig relations, the absorption dip is connected with a resonance-like struc-
ture of the real part of the refractive index. 'i the dielectric function this additional
resonance can be described in the simpliest appro.imation by

f(W ( ,exc, b) +b +E(n=1, K)
2  

_ .2 2_ i
2
,;7(", iexc, I)

(15,

f(I, 1n .exc,
+)

2 2 2
Ebiex - Mexc)  ? + 01

For more detailed theoretical investigations of this problem see e.g. [3,9,131 andthe
literature given therein. In the experiment described here, the laser is scanned over the
anomaly it produces itself. The LIr, is partly a dispersive, partly an absorptive one, de-
pending on the distance !Twexc - Ebiex/2J. The efficiency of the gratino is roughly pro-
portional to 'a •b . In some experiments hwexc and I a has been kept constant, while Ib was

varied from far I " I a to I ' Ia. Fig. 5 gives results of such experiment. 
1
a = 5okW/cm

and 11V-exc 
= 

2.55o5 eV have be8n chosen. The intensities of the beams +o, -o, +1 and -1 are
plotted as a function of Ib . Beam +o is mainly the transmitted beam Ia . 1+0 remains con-

stant with a small decrease at the highest values of Ib due to induced absorption and
diffraction. I-o is the transmitted beam Ib with the admixture of the first diffracted
order of Ia - I-0 increases linearly with Ib also with some saturation at the highest inten-
sities. The beam 1+1 is a superposition of the first diffracted order of I anc the second
diffracted order of lb- Since the intensities are decreasing rapidly with increasing order,
i+I can be considered as mainly the first diffracted order of Ia" Since Ia is kept constant,
1+1 gives the efficiency q of the grating which increases linearly with Ib as long as

Ib  Ia

. 1/I a di - Ia b (6
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Analouous 1_i is mainly the first diffracted order of Ib resulting in Eq. (17) since Ibis varied:

-
1  

(17)

The experimentally observed slu.)pe of 2, 1 in the logarithmis plot is in close agreement
with Eq. (17). The decrease of all curves for the highest values of Ib is due to the in-
crease of induced absorption.

At still higher excitation intensities around 1MW/cm
2 
the excitation spectrum of

LIG is shifted even further to the red and is rather broad and unstructured. The small dip
around 2.543 eV is just due to the Fabry-Perot modestructure of te platelet type sample.
At these excitation conditions, the LIG is due to the formation of an electron-hole plasma
(EHP). Its properties shall be shortly outlined here: If electron-hole pairs are excited
in a semiconductor at low density and temperature, they will form excitons. If the genera-
tion rate is increased, the density of excitons may become so high, that their mean dis-
tance is comparable to their Bohr-radius. In this case excitons are no longer individual
quasiparticles. The exciton concept breaks down and a new collective phase is formed, the
ElP. This transition from an insulating exciton phase to a metallic plasma phase is re-
ferred to as Mott transition.

This phase transition has distinct consequences for the bandstructure. It has been
found both theoretically and experimentally (3,13,14-161 that the width of the forbidden gap
is a monotoneously decreasing function of the electron-hole pair density in the plasma np.
The chemical potential 0 of the plasma (i.e. the energetic distance between the quasi-
Fermi levels of electrons and holes) strongly depends on both np and the plasma tempera-
ture Tp. The analysis of the functions E(n p) and l(npTp) shows that there is a first

order phase-transition from a low density exciton gas to a plasma liquid under quasiequi-
librium conditions below a critical temperature Tc in close analogy to a real gas. In in-
direct gap semiconductors like Ge or Si this phase transition has nicely been observed (17).
In direct gap materials like CdS the EHP does not reach its liquid-like state due to the
short carrier lifetime [16].

A drastic variation of the optical properties is connected with the formation of an
EHP. The exciton-resonance disappears from the reflection and transmission spectra
[3,16,18]. At low temperatures u(Tp np) may become larger than E4(np). As a consequence,
the sample is strongly absorbing due to band to band transitions above ii but between v.
and Eg there is optical amplification of light i.e. gain due to the population inversion.
Below E' the sample is simply transparent [3,13,14,16,18]. These variations cannot be
simply described by adding a term to the dielectric function. They need a more sophisti-
cated theoretical treatment, which is beyond the scope of this review. The reader is re-
ferred e.g. to [9,13] and the literature cited therein. The best experimental technique
to observe the above mentioned changes of the optical spectra is the excite and probe
technique. This is the second widely used possibility to detect optical nonlinearities,
which will be described here: A weak, spectrally broad probebeam is sent onto the sample
and the transmission- or reflection spectrum is measured once without and one with
simultaneous illumination of the sample by an intense, spectrally narrow excitation pulse.
The change of the reflection- and transmission spectra can be evaluated and the varia-
tions of the optical properties can be deduced. Recently this method has been improved
to allow also spatially and/or temporally resolved investigations [18].
Fig. 6 gives an example, where the above mentioned variations of the optical properties
connected with an EHP can be seen. The spectrum without additional excitation shows the
absorptionband due to the n 1 1 A' 5 exciton state around 2.552 eV. The modulation of
the spectrum results from tfle Fabry-Perot interferences in the platelet type sample.
The quantitative analysis of the maxima and minima gives the real part of the refractive
index no(,)(see Fig. 7b), the transmission spectrum itself the absorption coefficient
connected with by

= 2, - (18)
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Fig. 6: Transmission spectrum of a 2.5 iim thick CdS platelet without excitation and with
additional excitation.

The reflection spectrum which is not shown here exhibits the excitolic reflection-structare

around 2.552 eV (see e.g. 116,18]). The second spectrum in Fig. 6 shows the transmission,

while the sample is excited with a laserpulse of I = 5 MW/cm
2 

and t wexc 
= 

2.546 eV. One
finds optical amplification at photon energies below 2.54 eV and the onset of absorption
above, resulting in 0 z 2.54 eV. The exciton-resonance disappears both from the trans-

mission spectrum (Fig. 6) and the reflection spectrum [3,16,18]. The evaluation of these
data yields ,i (Mw, Twexc, I). The blue shift of the Fabry-Perot modes indicates a
An(.,,Iexc,?Lexc) , o [19). The data in Fig. 6 allow to determine the variation of n and

in the spectral region around the exciton resonance for a given Tiexc and Iexc- By extra-
polating iw - wexc the variations at the position of the laser itself can be deduced. If
hwexc is varied, one gets An(Iw = Iwexc, Iexc) and %W(?iiw = Texc, Iexc) [2o).

Corresponding results are shown in Fig. 7a and c. The absorption .ncreases below the free
exciton resonance down to values of 

1
lwexc around 2.54 eV. The refraction index decreases

below 2.54 eV because of the disappearance of the exciton resonance, however with the onset
of a resonance-like structure around 2.54 eV i.e. in the vicinity of the onset of ab-

sorption. More details of these types of experiments, which also agree with results from

gain- and reflection excitation-spectroscopy [16], will be published elsewhere. A compari-

son of Fig. 4c and Fig. ,,c finally reveals, that the LIG is under these excitation con-
ditions connected with t:L< formation of an EHP. For photon energies above 2.S4 eV the
grating is predominantly an absorptive one, and a dispersive one below. The main plasma-
parameters deduced for CdS by various experiments are [19,2o,211 for a lattice temperature
around 5K; 18 18 -3

plasma density np: 1 i np s 4 • lo cm increasing with Iexc

plasma temperature Tp: 1oK i Tp 4 4oK

plasma lifetime rp: rp (15o t 5o)ps

chemical potential u: 2.54 eV

drift distance under inhomogeneous excitation conditions lD: 
1
D a (3 t 2)um.

To conclude this section, we may state, that there exist numerous processes in semicon-

ductors which may lead to excitation induced variations of the optical properties. In the

next chapter it will be shojn, how these nonlinearities can be used for the realization
of optical bistability.

3. OPTICAL BISTABILITY

An optically bistable device has two reversible, stable states of high and low trans-
mission or reflection, the existence of which depends on the history. In semiconductors,
there are two types of optical bistability (OB) which make use of the feedback in a Fabry-
Perot cavity (FP). This cavity is usually formed from the uncoated or coated surfaces of

the semiconductor sample itself. The dispersive OB depends on the variation of the real

part of the refractive index An(wexc,Iexc) of the semiconductor in the resonator. Fig. 8
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schematically shows the transmission of a lossless FP as a function of the phase-shift

of one round trip -1
5% = 4'7 d n(l exc, Iexc) vac (19)

For constructive interference of the partial waves, reflected from the back and front sur-
faces (i.e. = m . 27; m = o,1,2,3..) a rather high amplitude builds up in the resonator,
resulting in high transmission and low reflection. For 5 = (2m + I)r; (m = o,7,2..) the
interference in the FP is mainly destructive, the field amplitude in the resonator is
small, yielding low transmission and high reflection. We assume now that a light beam of
temporally increasing intensity is sent onto the sample, with a wavelength fulfilling the
condition for a minimum in the transmission of the FP (point A in Fig. 6,9). With in-
creasing incident intensity only a small fraction of h is transmitted (Fig. 9). At a cer-
tain value of lo(t), the intensity in the resonator is sufficiently high as to alter n.
Consequently is changing (Eq. (19)), the interference in the FP is getting more con-
structive and one moves towards point B. Beyond B in the cavity a positive feedback sets
in, between the light intensity in the FP and the change of n. This gives rise to a jump
from point B to rather high transmission (point C in Fig. 8,9). A further increase of
10 (t) shifts the "working point" in the FP towards the next minimum. If Io(t) is now in-
creased, one moves back to point C. At further decrease of I (t) the increasing construc-
tive interference in the cavity maintains the high transmission level. One continues
smoothly towards D and only from there the transition occurs to the low-transmission state
again. As a consequence, one gets a hysteresis-loop, which is revolved counter clockwise
(Fig. 9). For a certain range of Io one hase two stable states, one of low and one of high
transmission. The first occurs if one comes from low values )f 10, the latter if one
approaches the bistable region from the high intensity side. Since we assumed a lossless
FP, the intensity of the reflected beam exhibits just the opposite behaviour.
A similar hysteresis-loop as shown in Fty. 9 can also be obtained in transmission from a
FP filled with an absorbing material (,- vd) the absorption of which is bleached at )1.gh
levels of the light intensities. In this case )vac(or 

1
1exc) is selected in a way, that



Fi. : Schemat ic representation of
the transmission I through
a Fabry Perot resonator as

Di a function ot the phaseshi ft
of one round trip. The

points A to D explain the
appearance of dispersive

C 
optical bistability.

B

A

2m7r 2(m.1)7r

Fig. 9: The hysteresis loop connec-
ted with dispersive opti-
cal bistability.

C

01

constructive interference would occur, if the sample would be transparent. Because of the
absorption no standing wave pattern is formed in the FP. With increasing IO  I de.,reases,
constructive interference becomes possible, the light intensity in the FP increases even
more resulting in further bleading of t. As a consequence of this positive feedback one
gets again a step from low to hiqh transmission. With decreasing I. the constructive inter-
ference in the FP keeps L at low values down to a certain critical value of the incident
intensity which is below the one necessary for the onset of bleading. Again a OB and a
hysteresis like in Fig. 9 are observed in transmission. For more detailed theoretical in-
vestigation about these types of OB the reader is referred e.g. to the proceedings of three
recent meetings on this subject [22-24]. Experimentally, dispersive OB partly connected
with a decrease of , at M'exc has been found e.g. in InSb, GaAs and InAs [8,22-27]. Dis-
persive OB connected with the transition to the biexciton has been predicted by (8,28] and
observed in [29]. First indications of a dispersive bistability in CdS have been reported
in [21,3o] for photon-energies just below 2.54 eV (see Fig. 7c). Experiments with improved
teti.poral resolution (see below) confirm this phenomenon. A typical hysteresis loop is
shown in Fig. lo. Optical hysteresis in connection with nonlinear frequency mixing in CdS
has beenre.'orted in [31 ] .

In the following a type of OB is presented, which is connected with an increase of
the absorption coefficient with increasing excitation. This idea has been presented to-
gether with experimental data to our knowledge for the first time by two of the authors
(K.B. and C.K.) at the spring meeting of the German Physical Society in March 1983 and
has subsequently been published in [3o]. Later on, detailed theoretical investigation have
been performed [32,33,34], the temporal r, solution of the experimental setup has been im-
proved [2o,21] and it has been shown that this process is of rather general nature [35].
We shall give here a qualitative description, using the transition from a low density
exciton gas to the EHP: The photon energy of the laser is chosen to be situated spectrally
in a region, where the sample is rather transparent at low excitation and becomes ab-
sorbing at high excitation. According to Figs. 6 and 7a this is e.g. the region between
2.54 eV and the free exciton absorption around 2.552 eV. For weak incident intensities
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Fig. 1o: Measured
hysteresis

3 loop of the
dispersive

_optical bi-
Oo%b stability in

CdS.

2 CdS
~T=5K

hiexc = 2.5386 eV
1 I imax =10MW/cm2

= 10 10/

0
Ii (MW/cm 2 ) 10

the sample is transparent. With increasing incident intensity electron-hole pairs are
created either due to two-photon absorption or due to one photon absorption in the tail
of the absorption edge (211. If the density of carriers increases, the absorption edge is
shifting to lower photon energies e.g. due to the renormalization of the gap connected
with the formation of an EHP. Fig. 7 and the sample becomes opaque (Fig. 11). A further
increase of Iexc keeps the sample in the state of low transmission, except that the
density and thus the chemical potential of the plasma are raised to '(n),T, = ,exc In
this case the sample becomes transparent again (dashed line in Fig. 11) an phenomena
like self-pulsation of the transmitted light may occur. If the sample is in the state of
strong absorption, the excitation intensity may be lowered to values which are far below
those necessary for the switch down and the sample still remains opaque, because the EHP
is now pumped very efficient by strong one photon excitation. If the excitation level is
reduced even so far that this process is no more sufficient to sustain the plasma, the

it Fig. 11: Schematic drawing of the
hysteresis-loop connected
with an absorptive optical
bistability.

k D /

~I

I (t)/Imax i t

0.

10

05 5 0 1 0 0 Q11055

(n sec ) t MW/Cm 2 )

Fig. 12: Observed temporal evolution of the incident and the pulse transmitted through
a thin CdS sample (a) and the resulting hysteresis loop (b).
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carriers recombine, the absorption edge shifts again to higher photonenergies and the sample
becomes transparent again. As a consequence one expects a hysteresis loop in the trans-
mission, which is revolved clockwise in contrast to the dispersive one. Fig. 12 gives ex-
perimental results for CdS. The pulses of an excimer-laser pumped dye-laser are registered
before and after the transmission through a CdS-sample with a streak-camera coupled to an
optical multichannel analyzer. The incident laser passes over a grating in order to re-
move the super-radiant background emission from the dye-laser. The transmitted pulse passes
aisc through a spectrometer to suppress contributions from the luminescence. The switching
down is directly seen. The analysis of the switch-down time from single shot experiments
gave values of about 65 psec. The recovery time it takes the sample to get transparent
again seems to be considerably longer. In agreement with Fig. 7 this OB can be observed
down to photon energies of about 2.54 eV [30]. We call this OB an intrinsic one because it
needs no external feedback from a FP. The feedback occurs in the electronic system itself.
The increase of n causes an increase of the absorption via band renormalization effects.
It should be noteh, that this OB connected with the increase of absorption does not only
work in connection with an EHP. An increase of the lattice temperature with excitation,
which in turn caoses a red-shift of the absorptionspectrum, works equally well. This has
been demonstrated with multiple quantum well structures 135], and with a bound exciton
absorption line in CdS 136]. The OB produced by an increase of the absorption is easier to
handle than those involving a FP: The demands to the monochromacy and coherence length of
the light and to the flatness and parallelism of the sample surfaces are much lower. CdS
nas so far a unique position as several different types of OB have been found in this
material, namely the OB connected with degenerate wave mixing [3131 the dispersive and ab-
sorptive OB connected with the formation of a EHP [3o], and the absorptive one connected
with lattice heating and a shift of a bound exciton absorption line [36].

4. LOGIG ELEMENTS IN SEMICONDUCTORS REALIZED BY OPTICAL BISTABILITY

The investigation of OB is of considerable interest from various reasons. From the
viewpoint of fundamental research OB allows e.g. to study nonlinear dynamics of the elec-
tronic system of semiconductors and phase transitions far away from equilibrium states.
Concerning applied research, one has realized that OB-devices exhibit charac'teristica in
the transmission and/or reflection of light beams, which are almost identical to those of
the components of presently used computers with respect to the electric current. This will
be shown in the following (see also [371 ).

Every optically bistable device may be considered as an optical memory. The states of
low and high transmittivity (or reflectivity) can be identified with the logical zero and
one. If the device is in one stable state, it may be brought to the other by temporarily
increasing or decreasing the incident intensity. (Fig. 13a, b).

If the bistable device is constructed in a way that the width of the hysteresis-loop
is made small, it can be used as logic gate. A curve like the one shown in Fig. 13c, which
is characteristic for dispersive OB or bleaching of absorption in a FP (see above), acts
as a AND-gate if the switching point is situated between once and twice the intensity de-
fining the logic one (Fig. 13d). If the switching occurs between intensit'es representing
the upper limit for zero and the lower limit for one one has a OR-gate. (Fig. 13c). Trans-
mission characteristics which are due to a dispersive OB in reflection or the absorptive
bistibility discussed above can be regarded as an inverter or NOT-gate, because they have
high transmittivity at low incident intensities and low 'ransmittivity at high intensities.
Fig. 13 e+f. The diffracted orders ±1, ±2 ... from a LTG also are forming an AND-gate.
They occur only if the beams "a" and "b" are falling simultaneously onto the sample. Some
of the diffracted beams of a LIG are phase-conjugate with respect to one of the incident
beams. This phenomenon gives very powerful possibilities of wavefront reconstruction. This
aspect is however beyond the scope of this article. The reader is referred e.g. to [1o]
and the references theroin.

Memories, and the three different gates mentioned above are the basic constituents
necessary to construct a computer. Since all of these functions can be realized optically
there is a lot of speculation and enthusiasm about all optical computers, handling data
as light pulses and not as electric current or voltage signals. Since some of the non-
linear phenomena presented in chapter two may have time constants of the order of 1o-

12
sec

(e.g. a virtual creation of biexcitons [28] such optical computers would be much faster
than even the best presently available electronic ones, with time-constants around lo-

9
sec.

Parallel processing would be another advantage of such optical systems. Since light beams
can principally be focussed down to a spot of a diameter roughly egual to the wavelength,
i.e. to about 1.,m

2 
a chip of 1cm

2 
allows to handle in parallel lo beams. Wish a pro-

cessing time constant of lo-11sec this would result in 1o
19 

operations per cm and sec.
Low switching energies down to Io-

1 3 
Ws/pm

2 
have been reported [35). Finally it should be

mentioned that one sample may simultaneously used for various logic connections.

Though these properties are fascinating and promissing for future technical appli-
cations there are still many difficulties to overcome before the first all optical com-
puter works. Some of them are the following: The OB devices with low switching energies
which easily allow CW operation are generally rather slow with switching times in the
range from tens of nsec to msec [35,36). This is trivial for all mechanisms which depend
on thermal effects. Electronic excitations in narrow gap semiconductors like InSb, InAs,
GaAs or CdHgTe have long lifetimes due the decrease of the recombination probability with
transition energy. There are hopes to reduce the lifetime by heavy doping, but it is not
yet clear, how this will influence the nonlinear properties.
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Processes which are fast e.g. the virtual excitation of biexcitons in CuCI or th
creation of a plasma in CdS lead to OB only under excitation intensities in the MW/cml
range which can be applied to the samples only for tens of nsec. Furthermore several of
the OB devices work at liquid He or N 2 temperatures only.
Another problem is, that the output of an optical gate is generally considerably lower
than the input intensity. It is therefore difficult, to drive with the output several
other gates and consecutive operation of several logic gates is presently almost im-
possible. There are semiconductors, which are able to amplify light under suitable exci-
tation (see e.g. Fig. 6 [3,37]) but they again need usually cooling and pump intensities
of tens of kW/cm 

2 
up to the MW/cm

2 
range.

In spite of the above mentioned still unsolved problems, there is in our opinion a
good chance to introduce digital optical data handling in connection with data transfer
through fiber-optics. If data are transferred through fibers, necessarily electronic
pulses have to be transformed into optic ones and vice-versa. The first step of optical
data processing could consist in only a few logic connections at the input and output of
the fibers. If they work satisfactorily, the interface between electronic and optic signals
may be pushed further and further away from the entrance or exit of the fiber into the data-
handling system itself. If the pure electronic part converges to zero, resulting in a real
all optical computer, will be seen in the next decades.

Acknowledgements: The results shown here are part of a project of the Sonderforschungs-
bereich Festkorperspektroskopie, financed by the Deutsche Forschungsgemeinschaft. The high
quality CdS samples have been grown in the Kristall- und Materiallabor der Universitat
Karlsruhe.



2-13

LITERATUJ&

[Il R.S. Knox, Theory of Excitons, Solid State Physics, supplement 5, F. Seitz and

D. Turnbull, Academic Press (1963)

[2j Topics in Current Physics, Vol. 14, Excitons, editor: K. Cho, Springer (1979)

[3) C. Klingshirn and H. Haug, Phys. Reports 7o (1981) 315

[41 Modern Problems in Condensed Matter Sciences, Vol. 2 Excitons, eds.: E.I. Rashba and
M.D. Sturge, North Holland (1982)

[51 Collective Excitations in Solids, editor: B. Di Bartolo, NATO ASI Series B Vol. 88,
Plenum Press (1983)

(6] C. Klingshirn in Proceedings of the NATO ASI on Energy Transfer in Condensed Matter,
Erice (1983) to be published, editor B. Di Bartolo

[7] H.J. Eichler, Advances in Solid State Physics, Vol. XVIII (1978) p 241

[8] A. Mdller, D.A.B. Miller and S.D. Smith, Advances in Physics, 3o (1981) 697

(91 H. Haug, Advances in Solid State Physics XXII (1982) p 149

Ilo) M. Ducloy, ibid. p 
3
5

111] H. Kalt, V.G. Lyssenko, R. Renner and C. Klingshirn, to be published in Sol. State
Commun.

[12] V.G. Lyssenko, K. Kempf, K. Bohnert, G. Schmieder, C. Klingshirn and S. Schmitt-Rink,
Sol. State Commun. 42 (1982) 4ol

113] H. Haug and S. Schmitt-Rink, to be published in Progress in Quantum Electronics,
J.H. Sanders and 6. Stenholm eds.

[141 M. RSsler and R. Zimmermann, phys. stat. sol. b83 (1977) 85

115 G. Beni and T.M. Rice, Phys. Rev. B18 (1978) 768

[16] K. Bohnert, M. Anselment, G. Kobbe, C. Klingshirn, H. Haug, S.W. Koch, S. Schmitt-Rink
and F.F. Abraham, Z. Physik B42 (1981) 1

[171 T.M. Rice, Solid State Physics, Vol. 32, Academic Press (1977) p 1,
J.C. Hensel, T.G. Philips and G.A. Thomas ibid. p 88

118) K. Kempf, Ph.D.Thesis, Frankfurt (1984) partly published in K. Kempf and C. Klingshirn,
Sol. State Commun. 49 (1984) 23

[191 A. Kreissl, K. Bohnert, V.G. Lyssenko and C. Klingshirn, phys. stat. sol.b 114 (1982)
537

(2o C. Klingshirn, K. Bohnert, K. Kempf and H. Kalt in Ref 124)

(211 K. Klingshirn, K. Bohnert, H. Kalt, V.G. Lyssenko and K. Kempf, to be published in
Proc. of the 3rd I[PAP Semiconductor Symposium on "High Excitation and Short Pulse
Phenomena", Trieste (1984)

(22 Proc. of the Intern. Conf. on Optical Bistability, held in Asheville, N.C. (198o)
Ch.M. Bowden, M. Cifton and H.P. Robl, eds.: Plenum Press (1981)

[23] Proc. of the Topical Meeting on Optical Bistability held in Rochester, N.Y. (1983)
to be published

[24 Proc. of a Meeting for Discussion on "Optical Bistability, Dynamical Nonlinearity
and Photonic Logic to be published in Transactions of the Royal Society (1984)

1251 H.M. Gibbs, S.L. McCall, T.N.C. Venkatesan, A.C. Gossard, A. Passner and W. Wiegmann,
Appl. Phys. Lett. 35 (1979) 451

126] D.A.B. Miller, S.D. Smith and A.M. Johnston, Appl. Phys. Lett. 35 (1979) 658

127 C.D. Poole and E. Garmire, Appl. Phys. Lett. 44 (1984) 363

128 S.W. Koch and H. Haug, Phys. Rev. Lett. 46 (1981) 45o;
E. Hanamura, Sol. State Commun. 38 (1981) 939

[291 B. Hanerlage, J.Y. Bigot and R. Levy in Ref [23],
N. Peyghambarian, D. Sarnd and H.M. Gibbs in Ref. [23),
R. Levy, J.Y. Bigot, B. Hdnerlage and J.B. Grun, Sol. State Commun. 48 (1983) 7o5,
N. Peyghambarian, H.M. Gibbs, M.C. Rushford and. D.A. Weinberger, Phys. Rev. Lett. 51
(1983) 1692



-14

[30] K. Bohnert, H. Kelt and C. Klingshirn, Appl. Phys. Lett. 43 (1983) 1o88,
K. Bohnert in Ref. [61

131] A. Borshch, M. Brodin, V. Volkov and N. Kukhtarev, Optics Commun. 41 (1982) 213

[321 H.E. Schmidt, H. Haug and S.W. Koch, Appl. Phys. Lett. 44 (1984) 787

[33] F. Henneberger and H. Ro3mann, phys. stat. sol. b121 (1984)

[34] See the contributions of H. Haug, of S.W. Koch and of F. Henneberger to the
3rd IUPAP Semiconductor Symposium on "High Excitation and Short Pulse Phenomena",

rrieste (1984)

[35] D.A.B. Miller, Ref. [24] and
D.A.B. Miller, A.C. Gossard and W. Wiegmann to be published in Optics Letters (1984)

[36] M. Dagenais in Ref. [24] and M. Dagenais and W.F. Shorfin, to be published in Appl.
Phys. Lett.

[371 E. Abraham, C.T. Seaton and S.D. Smith, Scientific American 248 (1983) Nr. 2 p 63



.).r Ich wuII('K c ik iIlkc k I]p le

s\\ iliit~ 11 1).t1 Ci III tilie fii l i lc i ti flii Ili)\ mi I~ I It lnd It) hIt 1,1ii 'l , tIt t itt fil \\ 11 hit-, l11,,Il' I I I I

lcii , u ilic iti11CIuc il ictit f 11 cii 11. Itpc i tuctl tit0 10.ti itiict ,it ht\IM III 'lc J thu dc Itt ii it \tII su,.t u111 1

I I.Ubs. I, S

itI cc ltiuc tutu ,) pti m tl thtitiuhis itittu tL tid hn i toltI it lsut-ittll. 1 il m ~Nt c ;Ii 'i iti t i lt it j .i '

%ijlhor\s Rtipl%

I n Id CtLd 111ICCSp(l ice w II le a dtieiaigo tl ut, kII itIer11 l li'lh l '1

s t Iti t iii ili ,ntltilsi .th,- Il iil 111itil ' \\III ttith Ittut I hut utIttIIII ,II tltihiitt t lls tittill t-ishi stil t ttt1110 01 ilt is



CELL -11

PD 0---

F1i1. 2. Experimental arraingement 01 Fatry-Perot system -11 5i 483n -- ot lL

ta1, , r,;1 , t. - ,r, I ns . Intra-cavity qas cells were normlly termi at-d with.Besrra:
miniminse Ics- t though comp-act sys tem s sealIed by cavt tyop t ics a re costi sact ic r c v it r c t
n", ':5 ty was iMpE- I !-y a trans c'rse ly emxcited atmcspheric T'EA) (0 lasei operat:isol Ia Il
!Lvai-;I tem1.pta.1ly smoth u-tns O! ration, IOU 1 O(s) wi th peaik cowers - tM. ti, i~li ,--

p'ro fi 1 , the irnfat sbinal in GaalsSian with s i' pot jiameter ca. 3 AnA ;v- t o .; 1
fohlact f1 th lase oinns fr 'mi the ticrillicear resonator t,, tho'lsr

ab

ivit i i v t r-;. 1 1-:'m;'-,



'is-1 tlo' i!i ac,ii'ar Systems nave. attracted ai unit h eatutaful, bat ratrna alstract,
' '.Wet the f-.lertal 'wiidtrip taime' no illti i , ui h asa of Iprimary inrterest loere, Oar.

1' . a 1 a', itnysIc al1 iSt erpretaticon (1). The ., respc esif In t.r hiastabilaty also at.Icns foi.r-waiv
7-1x! l , 1, rtl.,' "i o.al" :eiU Itokes-shifte,l trot a str-ng , inl r eld will experaence para.etn i - i
aT. S .Iit r. itl, Its -- tokes fi1l 1 it t he exyenc. tlhe r'mr f ielId. I f we l ac, the s, Ste.1 ir,

i s., S~atc~t 'hen t he f eedback AlIlows spentarnoais oscilIlat icn ifI toec g~ain a.s large enouah . Tn-eis',
t aid le ase has b-~ -. t. k's and anta-Stckes ta iels cavity res'nant; the- tice 'flinq about the cresent

te t r. a,-r-ml ii i as that such a iible reu ance can be -;uaranteei, dune to thet n i ine ir iacs
pin a' rtn -ar es i 't a11s i ncreased , the "iireused" cmivi to modies -transnhase" i n f reguensy until

ts t tri al, tie iinr ireqs-oncy Fat 11. T his as the douthle iesInance position and if the gain eaaceels
1i;, -sas, ti. s,ntcm K tusts antc so ll i , the learf frequency., between the midl anl s ind

as ''v.1t .It can he sho~wn teat the absnaryuiisent as .nanitatively identical c
r~sa ',,a'o~cnt f te ula inst iility ,

A! 'ra 1": . , : e tne te-n-r fytifa te t andwa. Ithi f the ncnl inear responise: clearly if
a, lu r'.a.ech Smaller than t17 there wall not be etacua% clain it. the doubly-resnart ronhaoacaataor

'ase tca L-. it t~e laviwa l'a ins! ,illlreater than t, , further pairs of sadebands can break into escalla-
ii ,. aasO *c~ la waefnrs. his demonstrates the desirability of being able to tail 'r the band-

wil tI Jt! e rb-r t( I s is posn,1i'le in lanes.

'1,eh. in aime Ic unwa'he fariet ric four-wave gain gets too far aboave thrnnhel A: ti
.1 1- leA, 07 jlrOpriate claraC ci cavity araiteters.

-mA a wOin t' . tt )a as-a, a ha' a' as cxruched an. sa-h clencral terms thaat .ne can expen'
r.nt, ita 

t
.,; i t ,wi Ie variety *f '.' 5 t least f 1; has, leon demonistrated' .cre

(b)

F
4

DETIi3t OF lAiN PFAKS

a T~a i ran;-, at wtt: 11 5. . . ranonahaia enrol t. an t feb.

aitlIlit', 'ias 1-, B a tle amplit ale habakfactor of the ca-ity--A the rain

While ra- a'- 1-. ''1 s.yI aiy .aneily-aI, i n av i t, 7sly lna ldirecta i naI rq;ao-a'aI', h

te t I 's1fa I ra 1~ ii r-1 a rementa S -n, p-ac t lesag cra andI ease .f F aer at ion ncerssar y tcr lavca
a a' "n. -t recent cxper icaa i nsestilati n haive 'hpeeicy leer larect el t, Fai~ry-Per: ss'n

a.h .ISehave reaosy p- li te :( peracal- fcut 1 it;i ascailes to- chaos nay, be 7enenatel. A

a : ,i i, ry arrangemtent is il1liastratelI in Fit]. 2. Th avaty comprise's single salrface 1,rt'a1l1
ae;rmari amr 1 'icn saitafly coated f-i I' in C"" laser ra jlatir)n, o ne prov'ided with I Ic--

7-,? It la fne c-a v it lengiTqth1 1- t . lesonat, r Inn atl~ wer-- varied from .- I~a'

'n-, iD' tnt 'tsignals were moni tored by jlm:tan Arati lotectcrn anl a Tektronix 711f4 oncI ce,



OPTICAL MOOULA'IMRS AND HISABLE DEVICES USIrN MOLECUiAR GASE S

R.G. Harrison, WiJ. Firth, l.A. Al-Saidi and E. Cunimins

Dejartunent of Physics, Heriot-Watt University, Riccarton, Edinburgh fEH14 4AS, U.K.

We have predicted that sc-called 'histable' nonlinear Fabry-Perot resonators can actually eslhini a
rich variety of inistabilities, in particular the resoniator can convert a steady input field int a:.
oscillatory or even chaotic output field. Oscillation itself leads to a passive all optical laser
TrodIulritot device tunable in frequency in, the range 1 GHz with anticipated applications in optoeltt-rnics
and te leccsicunicar h-nc. Thie unique advantages cf molecular gases as nonlinear media is these sv 'st i-OS trIa
hersn utilised is, su~ccessfully demonstrating these effects using pulsed CC)t laser radiatiocn, theus Its of
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DISCUSSION

J.W.Haus, US
I'd like to ask about t he theory of the effects of the rite rshi ot ats at funcion of tt nic. 1hill couwld he d tie to sonic Ii ree
dimensional effect. D~oes Nour theory have planc-wave prorpagation.!

Author's Reply
We only have the carrier equations for the material itself in there. corupled w ith the Fabr% -Perort equatiion. It, quite at

simple model. We're using plane waves because %%eve made some effort to eliminate effects due to traiserske Siturice
of the beam in the experments.

H.Gjbbs. US
Would you elaborate on lie i nhornr genities and the evidece fo r them?

Author's Reply
The band tail absorption in CdHg~re extends a long way friim the band gap.Tliis is probably due to local fluctuatiolns
inthe band gap because oif the random distribution of the alloy atrins. Bulk samples also show% graidients in alirry
composition bohaogtebueadrdal ihnortypical spoit diameter of about 100t microns Ae wtould expect

significant refractive index variations. Scanning at spot across the samiple usually gise, at %ariatron oft at last ire is.[brs -
Perot cavity order over a few MM bitt not ats a Niooth variation.

S.D.Smith. UK
What are the prospects for using ('dl (g~e art much larger band gaps.'There is. iif course. not ontly intricta itt 10tmicriins
but at 5. maybe 3. maybe I.5. I'd like to knoss hot' the niaterial changes ats xriu go to these counditions. One coimment:
The difference between lnSb arid ('diigr is it, the relative signs oif thermnal effects %crsus electronic effects. We hate
sorme new ideas to be talked aboiut later in w hich sse foiutnd it an intrerestingt idea toi hatsethem (the tlicrinal effect attd the
electronic effect) in the samte di rection. Arid sir niv fi rst quiestir ii. perhaps. has rolre pin t in this cionitext.

Author'si Reply
E-,verything we've done seems to agree vecry well with the analy sis using the band fillitng rirnliricarity plus free carrier.
The band gap dependencies doi agree with therr. Sri we coruld econfidently doi the scaling, I think. to sniallcr band gaps.
[he material itself is quite amenable tor beintg gro%%ni with larger band gaps. ats lortg ats tine cart critiince sirnebids tir4

grorw it. I mean the main advantage of using this material is, oif course, that it's, art impo rtant inria red detcctior matcriatl,
that's whv orur material is grouwn with these Small band gaps. But I thintk it woiuld be itnterestinig to Ilook at( larger band
gaps. he main proiblem is material qualitN -. get tintg it huimogene uts etri ugh.
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I-IGLIII 7(a). Pulse shapes, A: incident 1.75 ps (fwhm), B: transmitted, for a 363 rn
thick Cd 0 .23Hgo. 7 7 Te etalon at 295K. Solid lines are experimental;
dotted lines are theory. Peak incident intensity 500 kW/cm2.
C: calculated etalon phase.

b) Incident versus transmitted intensity for the experimental results.

r) ( -E o)

for 20 < (cm-
1

) - 1000 where .n to = -20.44 + 51.70x, = 5.65K/ea
-1

, E o = -3109 + 16450x
cM

- 1
) ald T, = 80.5K. It. is convenient to make use of this for the present analysis and

ti,, re sulting absorption coefficient at 10.6 pm (0.117 eV) as a function of band gap energy
a,(crding to this expression and Eq.(1) is shown in Figure 8(a). (Note that free carrierato =r)t ion has been neglected here but will be a significant background contribution forlai,-r band gaps. ) Auger recombination at small excitations has been studied by several
wAr-,or17 and the txlected lifetime dependence on band gap in the same range is shown in
Slitrf, s . lh.M4 nonlinearity in Figure 8(c) is calculated according to Eq.(2). In
Figure. S(d), w. show the mean cavity intensity at 10.6 Wm required to cause a half-wave
pbai. shilt in a single pass of a 200 pm thick etalon from Fqs.(3),(4),(6) and (12). We
jl.,, show the calculated incident intensity required to take an etalon with reflectivities
, :2. from on,- transmission maximum to the next, Eq.(13). These results show the strong
band gap re, onanc. expe-cted for single photon nonlinear Fabry-Perot effects of C(dHgTe at
10.6 uM.

:A similar analysis for room temperature two-photon excitation is shown in Figure 9.
l'he the oret ical two-photon absorpt ion dependence has been used. The background absorption
from free carrier absorption has been included using an absorption cross section

2 7 
of

4.6 x 10-16 em
2
. We note that the two photon excitation process does not show a strong

hand gal) dep,-ndence however single photon effects would have to be considered when the
pbot , energy approaches the band gap.

G. CONtIU6 IONS

CdllgTe exhibits one of the largest band gap resonant optical nonlinearities discovered
to date. At low temperature, nonlinear Fabry-Perot effects can be observed at less than
1 mW incident power. This is significant for all-optical applications in the 10 Lim region
because of the importance and a idespread use of CO 2 lasers. Inherent thermal problems in
(dilgTe necessitates the use of pulsed radiation. Optical bistability can be observed in
CdlgTe at room temperature making use of pulsed, two-photon excitation. The nonlinearities
deduced from these experiments are in good agreement with the theory of band gap resonant
effects.
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I TuT rc .1 isIll sin tfI do'nt anti I ran.Nmi t t d pulIse, protf les for a sinrgl e initi [ I cavilt'
I II, Ig It 3 :i 0 T. , II IT usLi ,n g 1 .75 w s pulIses at a peak inte'nsity of 500 kW /cm . A

I' .T1' .xa I It up Ullti -. ull-ilu.'n I rt'''Tv.'ry of ! hte et a In if 1s observed , 13. 6ince the pulse
IT4 11 lt t r Irilgt r t ian t it.' t arr i ,T r,'t'omb inatiton i fet ime , the material is able to

TI-rTtid I hli,, iT tiettt-n radl tat ionT i It :, quas 1 -cw fash ion . Departure from exact cw behaviour

-ni i,,T lte TiflT' it ta I cA t It 1 ing; exptalding t e t.ime base showed the rise to occur in

Ill.. t igort 7(at alt, -. 114tio'k iht ut put front the computer program for the same experi -

TN" ttal ttatItwhIti th' pe~ak itelnstty scaled to 110 kW/cm
2 . The simulation shows good

Ilg r-..ent w ith mT'asurrvn t of till sw4itcit up but predic a a faster switch down than is
is]rc. tgure itb) ilasth' cavity hyst eresis 1001) (opt ical b ist ability I obt ained

franm tgurl' 7tat ensurtng ptropter t imIT matching o~f the input and output pulses.

a . ltNlI tAI Df.I
t
fNDItNIES

An Imtport ant aditntagt of (t'l~gI,' is that thei band gap energy can be selected by an
a 1)t)rtp1)rt1a te c it)i c, -Lof ;tI Itt y clttptlsi Ito ntt . In lbhis section, a'e calculate the band gap depen-
tencies of the optical ntonlineartti,'s at 10.6 tim for p~lane, waves based on the agreement
between experiment atld theory for tile clompols t io~ns already -studied. We consider the two
cases of single photon resonance at 77K and two-photon excitation at 295K.

At 77K, we have to consider the( dependence with band gap energy of (a) the absorption
coefficient, (b) the carrier lifetime (and its dependence with excess carrier density, A N,
Eq.(4')) and (c) the nonlinear refractio~n. Altholugh it is unclear what physical mechanism
gives rise to the band tail , Iinkman and Nemirttvsky

26 
have found the absorption coefficient

tot be consistent with thre expre'ssiTon,



the same functional variation with power, consistent with Auger recombination. The fact
tha t the curves appear parallel indicates that the magnitude of the nonlinearity does not
vary over the range of wavelengths used~ 10.51 to 10.69 urn). These results are, consistenit
with a nonlinearity, -y -3.3 x 10 3 (cmaW)I1

3 
compared to a calculated value of -5 x 10-3.

Figure 5 shows the reflected power as a function of incident power for the Sane,
sample after gold coating the back surface but retaining the uncoated front surface. A

25
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FIGURE 5. Input-output characteristic in refle-ctimn if 10.49 ocm
radiation with the use of a 208 urn thick "'0 .2 1f10 77're etalon at 77K with a high i-f let Iiv cati' ,n
he rear surface.

20:1 mark-space chopper h, placed in the incident beam to reducev thermal contributions.
The increased finesse allows a strongly nonlinear behavi our whtich shows an opt ical gain
of 2.2 at 30-40 mW. This characteristic points to the possibility of using (dllgTe in all-
optical logic, modulation or differential amplification of C0,) laser radiation.

Steeper characteristics were found to be difficult to attain duo to the thermal
properties of C-dlgTe. This alloy is fairly unique for a zinc- blend' semiconductor in that
heat ing increases the hand gap energy resulting in increased transparency and, more impor-
tantly, a negative refract ive index temperature coefficient. Pts is, the same sign as the
electronic non linearity. Thus, as a cavity approaches resintce lire to( elec tron ic cont r--
hut ions to the refract ive index at higher inc ident intensi t ies, the powor absorbed increa-
ses rapidly, raising the temperature of the mat erial and s,) pushes t he etalon further into
resonance. The curve shown in Figure 5 is stable bcause_ tIIe use if a1 2(:1 rat in chopper
atllows the absorbed power to dissipate during the period wlien the radi at ion is blocked.
Operat ion oif a nonlinear device in Cdllg']e( thtus necess rtate chopped or pul sedI radliat ion.

,1. TWO-PH~OTON OPTICAL. SWITCHING ANtD BISTABI1.1ITY

Extperiments on two-lphoton induced nonl inear itlson efcsin I dl~glo,8. we re carrioid
out at rotum temperature on crystals of the same -mipoi i ort, x 0 .23. Ph is gri's, a bianid

gapi energy of 0.2 eV (6 .2 oml . The two-photon absotrpt ion citefliiteitcot. * iii II-a ri
is relatively large. A theoretical analysis21 , 22 results in a1 jredo- value t' of - 's
c'm[IA .) (sing the band gap dependence of the two-phil el absorpt ion) iif fit 1-it f: )m III(

heory- , extra~o 1st un of measurements of .; on a CdIlgTe samlt r- itlh at s I ghit I d iffoere ni
cimilsilin2, , gives'. 6 cm/mW.

r'wo separate lasers- offering different pulse width is wer(-erchp I 'my. ii 'li gave' pir I-
%rth smooth temtporal and spatial profiles. A short cavity, tO,, 'TIA la.-i gate- 30i its I Alu
duration pulses which are comparable in timescale with the intrin-sic riom temperature
recimbinatitin lifetime of -90 nsl 7 . A hybrid C02 TEA laser gave 1 .75 irs fithim ule
ahicit are longer than the recombi nat ion li fet ime.

I igure, 6(lat shorws the changes in transmitted pulse shapes ftor di fferent ini i at ii

let tnIgs (oibtained try sample rotation) using 30 ns piulses at a coinstanit. i tn fomcus' Irak
tile lent, ititirnsity itt 150 kW/cm2 

. Only the central part of the beam was samnpled witbl a
'rnbilc- iii front irf the detectoir. Preaks in the profiles show that the cavity siteops
thlroigh tar 1 ettn t ransmissiorn maxima. As the sample is rotated tor larger a Hcts tI
I the, tonIinenir 01 alon features oiccur earlier in the pulse indicatitng the pir, 7:'eou ;
le-gal r notil invarity. The tingle of rotation giving repetition of the pulse p.iii 1i
til I g roes awit h thlit exp.c ted for a 209 om etalo(n.

FItgkire- 6(bt shuoas results; from a computer simulation9 using the same cavity mirtdi-
ins '.s in F igure 6(a) other than the peak incident intensity which was adljusted ito

a in il i so of pulse prof iles awitli feat ures in agreement with the measu remets. tiecrIsI-..
h, ro, ismiiiriat ron time of the excess carriers is of the same order as the pulse lengt Ii

A,- a-t m . xpoec t Ii I observe I rans ient swi tch ing phenomena such as t ransmi ssi on irvershrm o'



deiscrihi' a semiconductor slice polished plane parallel wiith surfaice rel lect tnt ies,
RF - Ei 32' and , chosen to be un ity, luDmens ion less i nt ens ity parametecrs are used in
both cas ts anid the initial cavity detuning has been adjusted to g ive the c rit icalI condi -

ions f or the lowest power opt ical bistabili ty. It can be seen that two effects make-
optic-at bistabiI tc more difficult to obtain in the ease of at semicondutor exhibit ing
Auger recomb infat ion , (i the spac ing of the cav ity orders become target and ( it) the
slopes of the t ransmi ssiton curves become shallower withI intensity in the higher orders.
ttosev-r , suitable opt imlised cavi ty design can significant ly red(uce( the- minimum tue id-,nt
int ii sit y requireI for bistabil ityI5.

tAO-photoni absorpt ion adds another notnlinear proc'ess which addit ional I affects flo-
power de~pendence of thle nonilinearity. Under steady state conditions, the e-xcited c-atrieri
densit.% is given by

(I ii n 1 r 1 2 (10
dt 2,-

where .is the t so-pho tom absorption Coef ficion t. :It room temperature, Ctdp) 2,311l0 7 71"
is iiitrinsic and the recombinat ion rate is given by

r ~ ")~+)/2 ~ 13)

shore, Ni 1.3 x 10 1 cm- 3 
and Ti-90 nsec . The refract ive index shioul d thus shiew a two

thirds power dependence en intensity.

Wie can estimate that to decrease the optical thickness of a 200 piin thick etaloi by
-2requires 2.3 x 1~0 cm-

3 
generated carriers. This reduces the lifetime to - 20 nsec.

The two-photon absorption coefficient,, for Cd 0 2 .1Hg 9 7 Telat 10. 6tim is-- 5 cmmW which
requires a cavity intensity of - 100 kW/c.m to stftnetalon tranrsmission by a full
order.

I3. SINGtE-PIOTON NONLINEAR FABRPY-PEIIOT

IExperiments were performed on an n-type (NbI-N.\ = 1 x 1015 cm'
1
-) sample of cv 2311lpi; .

Tc polished plane parallel to form an etalon 208 pim thick atid held in at cryostat at 77K,'
the crystal absorption was 24 cm-

1 
in the 10 wi band with surface reflect ivit ies of 32'

I-rom Iq.(l), the band gap energy was estimated to be 0.13 eV. Radiation from a 2.3 W',
line tunable CO2 laser was passed through a variable attenuator-spatial filter arrangement
to e-nsure a near Gaussian transverse pirof ito atnd focused by a 20 cm focal length lens to
a beam waist at the sample of diameter -90 tim (1l/e pioints of intensity profile). T
avoid effects due to intensity depetndent beam pirofile changes, the total transmitted or
reflected laser power was measured using a collecting lens and a large area pyroelectric
deterctor.

I-igore 4(a) sthows the li ighi y non linear behaviour of thle crystal using a low, poser c,.
beam. Rapid t ratismissniun changes can be observed at power levels as lea its 100 cl. 1In

b
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I IGLRE 4( ita). Transm isstion of ca 111.0 int radiation t hroughit a'Ws um th ick ('(10.2 3 1190 .77 T,
et alon at. 77K.

b) . lot of intensity dependent phase changes indi) --d iii the it aton it five
ditffetent wave .I engt is of thle C0 2 laser,.

hi- case showtn, transmission start s at ai low value and inc reases A it h innI'ity at otheri
wavelengths whir' the cavity is initially on resonance, the trans;mission dcc ses, ftitst.
The transmtission can hi' seen to vary more raptidl y at the lowest posers constistint with tIhe-
t'xpec ted 1 /3 power behaviour. I rum t ransmiss ion versus inpiut power citrve- at diflit"- nt
wavelengths, the varitat ions oif t iduci-d cavity phase change a-it h out put poweiir (wshic li ts

prmoportilonal tom the cavil v intensity) arte plot ted in Figure 4(b). The data meiasureOd Shms



t4

The transmission, 'I, and re flect ion, I, of a Fabry-Perot of I ength, , with front
and back reflect ivit ies, F, RB, containing material ,f 1 inear absorpt ion, , is given by,

A 10)
1 'F s in 2

I B I sin 2,(11

I + F sin
2

where
4H

(1-R )

e - ,( IR
3 F ) _

A =9 (I-R )

1-h3)
13 ( 1-t /b /.))'2

(I-b )'o

anti

R3 (RB t e

The intensity dependence of transmission and reflect ion comes about through the phase,
which can be divided into an init ial detuning of the. cavity, '0, and an intensity dependent
part

2 n ,2-,.'.n12
0

A'ith an absorbing material, the cavity transmission (or reflection) and input intensity,
1,, can be shown2

0 
t, be related through the effective mean internal cavity intensity, 

1
c,

I I
C c c (131

li CT T - C ( -R (13

where

-~~~~ 1-3)(32)

wh~r'a;e- (I-R B) I
- R F

CT I- and C R R( I )- ( I +RH B e - )- e 1 _ ( + R B e  a

Lqs.(10) and (13) solved simultaneously to eliminate Ic describe nonlinear Fabry-Perot
transmission as a function of incident intensity. The existence of optical bistability
is normally determined graphically by observing whether a multiple intersection occurs
between the periodic dependence of T on Ic from Eq.(10) and the straight line defined by

Eq . ( 13).

Figure 3 shows plots of Eqs.(10) and (13) for a semiconductor with (a) density inde-
pendent recombination rate, 'n 1l and (b) Auger recombination, 'n J1/3

. 
Both figures
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11GURP! 3. Nonlinear Fabry-Perot transmission versus mean cavity intensity for
= = 32% and ' = I for (a) I and (b)

\ lOa



shere I is the intensity in the material and A is the absorpt ion coet ffic 'nt . A rea.,n-
able approxilmat ion of Eq.(4) for '.N > N o gives the intensity dependence .f Ih,. excess

[2N 
_
1 /

"N [ I.1  :l l/

and from Eq. ( 3) , the refract ire index change has the form,

11/3

This inten ity dependence was confirmed in self-defocusing Studies of 10.6 p, rad ia-
tion in a 330 pm thick sample of Cd 0 ,)11g 0 7"5 Te at 175K

5
). The one third law manife-sts

itse f in the powe r dependence of th; far ie Id beam profil e as shown in I gure . I or a

1.8

1.4

S1.0

5 10 15 20

Incident power (W#)
FIGURE 2. P'ower dependence of far-field beamwidths for 10.6 um

radiation after transmission through 330 Pm thick
Cd 0 .21Hg0. 7 9 Te at 175K placed just beyond a beam waist

of 200 pm (fwhm). The solid line shows a one-third
power dependence for comparison.

Gaussian beam profile and a uniform absorption coefficient, the phase change across the
beam profile due to the nonlinear interaction can be calculated from,

' r ) f -,J.N(r,z) dz

0

and in this case, from 1'qs.(3) and (7),

'r) 2z 3y(l-exp(-aU./3)) 1/3 exp (8)a o

where lo is the central beam intensity just inside the sample, d is the width parameter
of the incident beam, Io exp(-r

2
/d , and is the sample thickness. The profile of phase

variation is ,i times broader than the intensity profile. This allows the phase variation
to be expanded as a power sum of quadratic variation over the most significant part of the
intensity profile. Retention of only the leading quadratic term leads conveniently to a
representation in which the phase angle variation approximates to that of a concave lens
of focal length,

i1/3
1 - 2'1(l-exp(-aL/3) ) o (9
f ' 2

The far field profile then remains Gaussian but its width is determined by both the inten-
sity dependent interaction in the CdHgTe and the propagation of the beam prior to the
sample.

The retention of a Gaussian beam profile on transmission is advantag(ous to the oper-
ation of optically bistable devices and may be compared with materials with ni,-type non-
linearities in which considerable beam break-up appears

1 8
,19

. 
However, the one third

power dependence makes the conditions for optical bistability more difficult to attain.
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I IGLRE 1. Excitation mechanisms for dynamic nonlintar optical effects at
10.6 pm in Cd 0 . 2 3Hg0.7 7 fe, (a) 77K, (b) 295K

volume, ;, then,

2 e 2 1 3,-J2 om*n T

where

J(a) $dx xj e-X /(x-a)

and

_', n(3)

here, e, is the electronic charge, the free space dielectric constant, m* the conduction
band effective mass, m is the electron mass, fi, is the photon energy, n the linear refrac-
tive index and P the momentum matrix element (the quantity, nP2 

2 
2 is in Joules). The

first term describes the plasma contribution to the nonlinear refraction aad is the Drude
expression derived from standard dispersion theory modified by th, 'ectron effective mass.
The second term is the result of the excess carriers blocking virtual transitions between
the valence and conduction bands

14 
and shows a resonance for photon energies close to the

band gap, embodied in the thermodynamic integral, J(a).

The advantage of employing long wavelengths and small gap semiconductors are apparent
in Fq.(2) from the 1/ 2 dependence. The momentum matrix element is fairly constant for
different zinc blende materials while the electron effective mass is approximately propor-
tional to the band gap energy. For the 77K, Cd0 .23Hg0 .7 7Te samples employed in the experi-
ments described in section 3 under 10.6 pm band gap resonant excitation, we would expect,
. - -2.3 x 10-18 cm

3
. The same composition at room temperature with Eg = 0.2 eV should

give , , -1 x 10-18 cm
3  

at 10.6 urn.

The density of carriers in a semiconductor under optical excitation is governed by
the dynamic balance of generation, recombination and diffusion. Under the conditions
employed in our experiments, diffusion can be neglected. Recombination in CdHgTe at both
77 and 295K is dominated by Auger processes

4 
which cause a strong concentration-dependence

for the carrier lifetime. This therefore has a significant effect on the intensity depen-
dence (if the nonlinearity

5 
and in turn the form of the nonlinear Fabry-Perot characteris-

tics
1 5

.

For our 77K sample, with an initial electron doping, No = I x 1015 cm
- 3

, the recom-
bination rate is given byl6,

',N(N - ',N)
2

r 02 (4)

2N 2 Ti

where Ni and i i are the intrinsic carrier concentration and lifetime respectively. In
this case, N

2  
- 1.3 x 1024 cm

- 
s which gives a low intensity carrier lifetime (AN << NO ).

of -2.5 W,17'The density of excited electron-hole pairs under steady-state conditions
is given by,

d AN I I ,'N 0 (5)
dt
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it is one of the f ew semiconduc tors sui tablto for the stud% of Iiaitd gap) res.onant opt IcalI
nenin tearit ies it th itmpaiortant CO,) laser output band atroud 10 tit1. In Itd, we h1a ve
otbsetrved very large nonlitnear refractive effects of electronic hortgint in CdlIgTe- under
resontant conditioens using - 1 mit from a cw CO9) lase-r-. In re -cent pulil icat ions, W(e have
reported nonlinear Fabry-Perot tranismissimn and reflectivity at mW power levels in a
cooled crystal6,

7 
as well as optical switching and bistabit ity at room tiemplerature usintg

two-photon exci tat ion wi th pulsed lasers
8 

,9. In this taper, we revew thtese olpt ical ton-
i mean ties in Fabry-Perot etalons of CdHgTe and consider the band gaip dependences of
these effects for 10.6 prm radiation.

2. NONL.INEAR REFRACTION IN CdHgTe

Moderate denstties of optically generated electrons and holes cait cause relat ively
large changes tn thre refractive index oif smtall gap semtco~nductors. I-tgure 1 illustrates
a-o tiet hods of generating earniera wh ich v-c have studied bothi exper imet al I iy and t heitret t -

catty in CdHgTe. In ( a) , single photon absorption excites carriers intto bandtai I states.
These carriers are scattered in to the hand with in a few pticosecntds attd at1 1 recomb ine ont
longer t imescal es , usually within nanosecontds or microseconds. In (b)i , tao photion absotrp-
ion exci tes elect runs directly into the ctinduct iotn band awit h siime excess kinit i c itterg,-

These carniers drop toi the hot tom of the band by phonton em issiot on a p1 ciiseeoid I imt-scat i
before rectombin ing . Atlthough the two photon excitation proicess is ntot as, (A f, fti-nt as
single phboton absorption for the generation of carriers, smaller gap smid-trnhave
relatively lal-ge ta-o photon absoirpt ion coe ff1iclen ts. itI add it ion tie exc iteid cairr ie rs are
noirmal11y more _-venly dist ributed t hrought thle material aitd the backEgrotund ahisutrpt t cai t ii
much sniall1er titan for single ithotton exciitat ion. CdllgTe is UinusualI for, a t nt- b lende semni-
ciinductor in that the iiantd gap) incr-(ases in energy awitlb increasing i tpietat ut-i. Tit- itandi
gait dependence on composit Cion,, and tempi-ratutr, I, for ( d.XljIi___ ii has r-i-- it I.% iieen
foiund be IHansen t- a 1 0 It be cosset%-.i tl-elie o

E. (x T -0.302 ,1 .rtQx 5.35110-1115 ~l-2xi - ().810x2 
,0.832 0-1

Titus,, a saili I-ofI atI (lii, Ceoitis i t 11111 iiii cit has a l ow t empte-at ur band] gal, matI liiid t, I ill
output oif tu COn lasir at 101.6 tim, -- 0.23, will be suitaible for tail phtionti -.51-itat ton
at room tehtrnt tart-.

The refr-ac tivye index chanige-, '.n, for photon energits be'low the bianti gal, i-ni-ige, dut-
tio an excess fr-ce carrier density, ,N, can be ciinsiideted to arise frim t"ii contr-ibur Ions'

1
' l

Expressing the non I i-eanty as a change in refractive- indix pir i-li,-t rii-hiil tpai r t- tt uit

*Present address: Ptipartai nt of EletsiroiIc anti Eli-ctr-ii-al lngi ti-iring, livi ri v Col legi-
Loindoir ittI I- 7-E, :K.
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r I n wAt Iiii''h r ', ,scur-' ' t a r tr) muchi more as;I I- Xili sic!' , I 1

f-i''ira - , wa--uiarioe'l far r'o-ce iii'i tiut -ecu; 1r ri't lsct ivi ty iRo -, ( I); I a ru- iii! 41i

cli~ld to a he oh the ighl uaiorp t ioll 10Q, ', .) to achieve adequate cavi tyfreedhack. P ' .:1
ae-s'rfs - ,t showed lit, endcillation, develoinil to 2t.1/ isoi l I a l oai Lii hi aba a I r -t , as I

1 i u rc at inua t o -t / 3b ef o re agqa in e vol Iv ing Lto l ower -b ra n ch 2 t:p mod,]uIa t io n. Apa-rue-d 1; - -,
chairacteristr of ihaos , were also evident. Similar hehaviour was obtained onl a rimi-er a - a0h-r rat i.-

acr.'l- . 1 i-ae- tesonce with CO, laser lines.

a ia iii cu I ia tlr' 
2
tp osoiIla I oi was thea moist rpr-dulbaalo :ac'i r-itiif'r I n--r ii I~ia

-erci so hi is consastent *wiith predictions (11)1 ass is esa' coill ,-noo-.rana
-- ''i,- I i1i'ah ft ygeic sed.l.tors I tuaiable by cavitr tenor ii o-t LrI.

1t, llsic If nonl ineadr Eabry-Perot resonators has apparenit l',oy fa-a, i s ria a if fi
-'s mitr -' . r experiments, however, necessarily involve the blo an rti. - i

-1- ai' it i itsa r -a, Wc an iv, thereore adaipted the model of Carmichae l c Ilerasana wih -
ar-o of

t  
3 1a 0 aity in a Fairy-Peroit resonator. We handle the tare di,,-clots, l" 1-- -:

tii Ia 1a b," ti ice, yrrit-trically placed within the cavity. Assumring the cabt
1; ~ ia rlP' t v-t tetorv to find the forward and backward transmissions of each slicelir-

a-ii 1 at ios ga at m) .We can then fol low the field around the cavity, where at aito a- t l
a :- i11 N i-i a' nl- ,fo f ields , and keep track of its attenuat ion ar each staq- At ro t

-J in; is - p ly Ih - fcal I Fary-Perot boundary conditions, and thus haye n, ,
-itrim,-t , t Tilli an; a r-J1.Fl det-AilF of this analysis are reported elsewhere (7)

Al2-, -,, chis 'roc, Icc to t1F and -ice of an input pulse of the form shew)i.- .h
a r -nmItte IIss 1-,i. (ci in pleasing agreement with the observed pulse so- * pc ,"'; e(iII

, nca on-I a- ri ,re-d -- a rim, a are used: -a is 0.025 cm'1 at 10 torr and1 scales as I" (that, ,L;t
.rc-'- re ir hrlfn ra t-( in ~ Cristantsrjivec a saturation intensity Is 2.3 14W cm-- at 11, tcrr . M

a -ia-- 1trr)l 1 Thi' i-al-ic 1/1- -7is thus in line with the measured input intensities an Li,

lii iod qgriert nf- r ariar s urpr ising is view of the omission of reservoir ((,7) aav tran%-
vffa ots in tha aailly'-is. Iilaclia ol suchiieffa'cts, in particular transverse 114) is, hi-wevar ci ss a
--- p;n-tie ath i' rt li :c ecmp;lex ;-c Ise shaics oha ii- at higher pressure, though gual itat iw- riz-'enat - iLa

isXists .!0) Lii. ilanf-av 431-i;riiach"

a 0 mjia I Syctims s a ~tcal liyscerasi s in S

It as a-mphacas-1 that for wy inputs these models give steady-state oscillation and shies withn-
espr iaaeit I araotrirnge an, we have ideaitif ied period-doubling to I lt14 en route to chaos is ore case.

An esample of 2t14 ossa11criu atn M11 for an input Power of %Lf Is is shown in Pig. 4. T1he oorrec; -:dit:-a
rcwer 1-ierupi ls !hews eon rabutionsF. at t), and 2t R/'la a mani festation of the non-sinusoidal f-cs--,f
the silain I r racep tanerar ion of these effects under ow conditions prescribes tha- -ic
riola'eailes with low satruraL ion antorisit les , such as SFp lea. 6 W cm-

2 
rorr I) .As a precursor a- tiswi

re! ort iibservatin i 0(;i tiai }y'stosis effects in this gas over a wide range of parameter co ci
Wo atcte that operation 

tm

arc as an rha 'hbad cavitva limit and so, precludes afalarat ia; of lkeda instal- l it ia s-
palt rat-Ferct r'-urators, rastam 1 in lergth from 2 to 115 on, with i stra-savity -gas tells as short as 1 mm
w-r.- iperati at S;F(. itas ;a'arasrasgqisg from c-i. I to (a. 27001 terr. a.aria,s I iaae iai the I' LI and I o
a 1- TEA ClyzI asir were 'iso-i to, Lam;il Lb' dense aaii biroad spectral features s-f tuel , s-rat as-aual as-lo If
F( aiana-, oi ac Effects of switLobinog, power limitingi and oVer shoot with aiasse'-ccpons-o t iras

liirLad only by cay ity ileay tin.-, we rit inst y obtainedi at 4,as pressures-mens-rata with -] fo
fIcua assng. A camplIe trace of the trcaismittetd signal is shown in Fit , (hi) for -an. SF,, ;-is-f i-a.

1,Lorr ; um;-: at 'J47.7 cm-1 a l''P M2 line) . -orresondliri reo'i'rdaingscof a a~taaataneiiis aiiu ax asic)
-and .iuat (y axis) intensity (Fig. j is-l show gear! bastabli' act ion. Egiuivai't a-i-i hia'I. a -1Iiu-
em; Ly cavity ar'- siwn in Fig. a) fsri reference.

T1he successful mini atairisation of systems here is again ensoujraiiinai with regard to a lvicor aft las-atiiins
-sarc, oar recent ebera lnss satarat ion an SFP, -icing a g W4 cw inu s sicignalI. W- not" oo rlt tea:- fl

lk-da m-ulatien asn sch cystems will, lhowevaer, reqguare hialher operat aini prssures tz-, '-lit nr lsa
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Fig. 4. crmputer t races of the transmitted signal (lower) and power spectrur (tir) fcr ow input signal;
wetz I .5 ftr i-i rosro of 2; torr and cavity detunin fg J 3.5 radiins.

a

b c

Vi . -. r, ,rdin u Of tr,,ri!;mi t td s;iqnal together with resultant trace for simulta n-ous
r. ' li'l 1i 't nl I, i-;1 ttd sign'alls for i) empty cavity and b) and c) ivity with

' t r r. reel. ltls;th I u cr numped at 11'.( jm.

me f tl- 1 h tor t'a the round tri F tim, of the cavity. Here the use of buffer gas is envisaged.

t -- 'o. , bervations .- f 2t R -scillation period-doubling to 4t R and, over a more limited
tar eter ra,i Vit, 4/1t, modulati-r and aperiodic pulse shapes in NH3 gas confirm the predicted
I h.,,i(]r <,f this 7,st',s m and sulpport the conclusion that we have driven an all optical 

2
-level system

thru,h s <ll, t ion hos. Already of use as a passive optical modulator (
2

tR 0 100 MHz) of pulsed
sinals, prospects for modulition in the gigahertz range are promising. The possibility of generating

tbss eftects under ow conditions in compact systems is supported by our observations of strong optical
hy0-ter,.i in this systm b-y usinu SF(, which, along with many other molecular gases, exhibits low

stirit , r intensity.
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DISCUSSION

MA.Veiss, LIS
I sonder w hether vou'ye tried any asy mmetric molecule Ilike partiallycdeuterated ammionia (N I i1) or NDI)2 I) Mlich
should permit you to use it at aI variety of w avelengths?

Aut hor's Reply
Fven w ith ordinary ammniai N11 3 we a itualls achiesed similar results on probably four or fise transitioinsIhfe
incnive of igoing to dcuterated amnmonia is probabl.x not there oin that basis. AWe*e fotund that the results ['%c slion
here are in fact quite general for off-resonance excitation of transitions, not only in amimonia hut other Molecules as,
well.

.W.Haus, US
[his chaotic output you mentioned ats iuL Itued th ri Ugh the trcquencN - it looked intermittent to me. not really

chaotic. There wecre some areas w here it looi ked near[r' %the sarre, then it ss mld itich at hit, then look the samec again fo r at
while. [hat's also expected iii the Ikeda theor.N (oul I t has J umiped is er the chaotic region and into the interrmtiit'tnt

.Author's Reply
It's difficult. Because these are actually pulse expert ment'Ioneis I actually taking Ikeda'anss and applying at d. ilamic
situation to it anvs% aN. An ri s sou probably kioss It is quite difficult to unravel the basic signs. Computer analysis is
ns iolved in solvsing the I keda equations so in uniiraclling the basic structures at at quantitative level is quite tricky.

J.W.Haus. LIS
We analsysed the I keda eq uat ions fo r s a ni us cas it v dctuinuts in this rinug cavi tv. We found that we had at coexistececo
steady-state liswer state And it period-2 upper state iii bistzuhilit\ hetwecen them.That was poissible \kiih an appriipriaiC
cas its detuiiing. IN, you think .\OudI be able 10i distingishLI tiithing like that'.

Author's Reply%
Pulse experiments, - again. probabl.% lot. [Even in sotme oit the traces I showed today you tend to get a s%%%itchiing cffte
s%%here the oscillation somletimles occursI tin the Lii~pCr biaiieh. although in oithers at ]losvcr pressures iOu t i act JCL;11 IsMe
at small deerCe ot oscillation o)i the losser branch: lieu it s\kitches. [ here's at difficult\ in unrascIting agai kdLMIAltius
featutres tif this t pc in pulse expe rinents. In a css ex~periren miior cotlI parameter CioulId bie iiir laser inmtcisit\ sox
sOitud i[CtuAllN Operaite onthe kissecr branch, look friiistabilities arnd then! increaise the iiieilsiIto ti\tchi n w

toc o see the Inistaibilities againi. [-his ,hlfcigatrioakIIi us xeiethr olIi\ l1rf 1

uilcuisuts tf i out i11ip111 sigtnal Mid thenI a drop. Sit s\it Ihas this ditficultV

\\ ihitlttt tOLtiis M rse1 CI.'ti Nlttlttic\ ha, ad iiidt lii I c,ilctilttionii

Author's Repl%

Nics. 'Ae hiaint as set seen or ratified those pre~idititis. butl thuL 1i sc has cii i been saitpli'ig ss lb iii iperrtut le parts

of [lie Spatial cross section oft the outplut beami kt \ks 1CxCIi COICIII ileei )ie 1s0 littl~ tetual \ \ltlt ii has o benCOViCieit rati

(t] sit1Oios regioins oft the criss-seetitn tif the inUtphit signal.

J.E.Carroll. 1'K
What is sour thietoreticil sss itching speed and \N hat is the icltiitriship ofi that speced iii the sLueCtiOtii if tINI ibser i 1i1,eliti
[ he piiint I'm nmaking htere is thlat it AsaN titu sltisS - I dtoubt that tOil could obscrs e chaoits

Author's Repl '
Our swAitching timecs in SF t are ot thle order of ntanoiseconds or si which in fact swere longer thaii h itund trip if the

cav It\s and therefitrc vC did nit see bifurcationr to chaoitic eimissioun. III ammoniia the respoiise times (t the miediiiii ssic

the irder o f nanioseconmds a nd po ssibly slightly less under till pressure coinditioi ns and thus ctiisiderabls less thtan thli
riund-trip time oif the cavity. T he sss itching speeds w ould have therefoire been faster because thies'rc esseritialls
determined b\ the eti it finesse and the input poswer oif the laser signal.

.I.E.('arroll, U7K
Coiuldn't this bave been the protbletm ill vuur fitnal experinment Mhere VOIi didn't tibsersc chaois in %oiiur much shiortei

Author*% Reply
I rIdeenl. [hat's wkhat at bad -casity system is%- that the respoinse tinle of yi ur medium is,. in fact. actuallo inger t hat) the
roiuind trip (if your casm.



S.D.Smith. UK
Ytou extrapolatedl the frequencies horn the libscrvcd roundaibout iialOseCuinds t11Sins tp I it (I/ It oine %iCIL 1' like
itI a bit Ilurthcr and question wshether soil Could reaich 100 (IlI/ the piractical applicationi oft 11 iiild be. of om 1,,- . 111,ii
that frcquencs could be control led simiplv bs conmtrolling casit% lengthts. -I hat ,cems to c e %rs goo d because it it Co uld.
make a clock, it could drive computers and processors. AN Andv Walker %&ill shiiw later. w&c'sc aircads' seen Nillu
mrodulation with gain: that can also hc extrapolated. ()nC Could speculate wshether or not Oine Could reach I 0)I (,If/l

becuseil OU oul itculd get beyonid Ithink thc clectroopic idulator IrCquLC11cicN. A\nd thici It cLalls %%iiilul

Authorss Reply
"'ell. \%e'rc already speculating to say wec might bc able to get to 15; 611letc alone higher. It's dill cult becausc iine's ' iit
to understand the molecular physics here. We think we understand it. To dIo it - ou'd base to gi to i sr high pressurc
mnultiatmospherc pressurc, in which casc thc absorbing molecules wsould makc upl at %mr smtall par of thc tiital prc-uiic
of thc systcmn. You'd hayc to add a huffcr gas ito it. The problcm you rc laced \\till is t hc uncc rtaint iof \Ahat \ goitng tio 11c
thc depcndence on prcssurc of thc saturation intensity. It is going to require cxtremely high input Ipowcrs iii achiese: thc

ncccssarv nonlinearity. What I might just point out is that thc mechanism wAc'rc talking about is a vibrational riitationtal
transi tion in the nmolecuile. So that's a ground vibrational levcl, that's at first excited v ibrational level - that hix and t hat
hox arc thc rotational levels w hich are hcing coupled by thc radiation off-rcsonatcly. T'hcre is ncverthcless at strong
ntcractiion oh populaition bctwecn thc pump transition. thc optically cxcited transition. and thc rcsers iir iif Population

in thc other remaining rotational states. '[hc effects wc'vc been talking about arc dictatcd by relaxation times assoiciated
ss ith this transition here and here. The transfer of population from the bath to the pump lcs'cl. [hat is a rotational
relaxatiiin process. If we're trying to go ew we must have a complete recirculatioin, and then \Ae're dictated bN the
slowest rate constant which is a VT('?l process which is the oirder of microsconds. In order to make thui extremcls
short you have to go to extremely high pressures. Now this opens up the question that we still base to answer: \%hat
happens to effects of saturation intensity. And even so, the arguments I've given here are quite simplistic because thc:N'rc
still specific to 2-level systems which are terrific in quantifying, again as I say, the Ikeda analysis but at a device lesel
yo'iire not probably going to go for those kind of systems. You're going to go for far morL citmplicated molecules wInch
exhibit very strong absorption cross-sections - large ct,'s - which exhibit low saturation intensities. SFk is just at typical
example of many - V('13, SiF4 - there are stacks (If them which are far superior in these criteria in comparisiin w4ith
ammionia. There's at lot of work to be done on that to determine it. But our results at this stage arc positive in confirming
that modulators can be made, and in fact the system that we have at the moment is already' useful as a device system.
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SUMMARY

An experimental nonlinear optical waveguide device is described which comprises a glass optical waveguide
surmounted by CS2 . Intensity-dependent hysteresis in the power guided by the structure has been observed
which is related to the intensity-dependent refractive index of the overlayer.

I. INTRODUCTION

It tlis bIen shown by Smith et al
(
li that, under certain conditions of excitation, the interface between

an opticalIl linear and a nonlinear medium demonstrates reflection characteristics that exhibit hysteresis
is I lut ction of the incident light intensity. Interest in the nonlinear interface centres on its

pttntial Ipplication in very fast optical switching and logic elements, for which it is hoped to utilise
ti h sdpitsecond response times of optical material nonlinearities. In the experiments reported here,
thie strf it f a planir optical waveguide is contacted to a nonlinear medium to produce a nonlinear
intirta, in a simple waeg iude flrmat. It is anticipated that a waveguidc configuration, being compact
Ind , ,l I thieving the high optical intensities required for nonlinear optics from a source of

rclai i :I dst p1,wVi tttput, might form the basis for a device employing this effect.

I. i .ilvsed th gi wveIt ide ionlinear interface using a plane-wave approach similar to that employed
is lp 

2  
tcr ths, ,lk -s. The ialvsis shows that for the TE modes of the waveguide a straight-

I )r .ari ,nri isti,n ,I list-ir slab wavegUide theory leads to modes parameterised by the power flow in
th, -,,ide in th e5 i ne ir t ass. This approach has some advantages over the alternative cotipled-mode

pin ptti, lar, it !ty h applied to investigate changes in the mode structure near cutoff.
it th tr hows !h'[ th, bistahility predicted by Kaplan emerges as a bistability in the propagation

I it h t t id,1idt :ode, thi two states lying in the guided and radiation mode regimes, respectively.
lh p, I t low assit s ti- r,,!,, f -ntrol parameter in this model. We have not undertaken analysis of
tt St 0

t
i !its "! the tw sto t, , gthu)h a more recent experimental study of the bulk nonlinear intecf,.

, 00 nlt , ,t t?, t - t it, s. rved is unstable with a lifetime of the order 10
3 

times longer
mth, rcspns, ti s- thtt material nonlinearitv(3),

it-,, iti int I pt d ite is the first stage in a study of the nonlinear switching behaviour of this
i, , ,id, stri, lure. tItimatel , it is desirable to utilis waves propagating strip or channel wave-
, . whtruis tht opt i,'al enttiy is onfined within a cross-section of a few om- compa ible with high
t tt Insitv and Iow power operation. For simplicity, however, the waveguide utilised here is of

;,!,, - i , .,7 ,vtrv, with light ,-,ini iced in only one dimension transverse to the direction of propagation.

I t'ii, ppu~r .we- sti.,arise the plane-wave theory of the waveguide device in section 2, and describe the
1 11tII lt![ t ri,,il is,It i,)n in qct - ions I andt ',.

',\sl -dAPI ANALS1 S OF THIs NiNIINEAR WAVE;'IIDE

..x v il ,,I II mtie prp.iyation in an in" inite slab waveguide bounded by a notlinear medium ltas been
,i, Ii r . A ie ratlis .ti oIf tstat)lished slIat wave!Uide theory is des,-ribtd which is the tan-
t . w ,,]-sit is of the ninlisnar salar wave equation given by Kaplan

( 2 ) 
in his treatment oI relt le-

Is r, ttder ,-',ns i r it iti, is ill Iustrated in Fig. I. he tpt i cally Ini ear il ding laytr of refrac-
t , tit- , n. t-1 widlh "i is supp,it,.d on a stihistrate I refractiv, index n and overls id bsy. a nnlinetr
• : i , reftrt"t ive ildex n the ni I nar ildes n is intiensit t dependent antd discribed by

wl-re F is the electric fit Id strengt 11 of the tiptital wave, and tn the p-sitive op tical Kerr coelficient.

t,q,,iter z-directed propagation it a single II1 me it, I-ield parallel to the wasegiuide) with

v-it- -i) 71Ey , x) .I

,fi-ct - us the (Iltsiiudilil) ptiipac.tion -Itstant -fI tIh- wave. s tlution of the scalar wav equititi -
th, thre- rogions ,f the Struttirt a1ti appt-tptiate tiell Matchin sit the boundaries leads to the

tMod t, 1,-ti,,-I *"h t'

I: - i,1 - ,. I - 1 .s ti)?,
+ h'

4 1,
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and k = 2r/ , with X the free-space wavelength. d is a measure of the asymmetry of the waveguide
structure: for a symmetrical (n2 = n3), linear structure, d - 1. The intensity-dependence of the refrac-
tive index n 3, enters the mode equation (3) only through the parameter Q, which is given by

Q = Ja
2
k2 cnE(O)1

2  
(5)

[E(0)1 2 
is the intensity at the nonlinear interface, upon which both modal field distribution and power

flow depend. When Q = 0, equation (3) reduces to the well-known linear waveguide result.

In the presence of absorption, the propagation constant becomes position-dependent, as discussed in ref.(5).
We restrict the present analysis to cases where the nonlinear medium is lossless in order to preserve
the validity of the evanescent field solution in that medium. In the experiments, this requirement is
well fulfilled by the nonlinear material used, CS2 , at a wavelength of 1.06 Om.

A range of waveguides are considered in the present work and these lie in the asymsetry range d - (5,10)
typically, with v 1 I. We illustrate the power dependence of the normalised propagation constant, b,
in Fig. 2 for d = 10, v = 1. For a CS 2 overlayer, Pnorm \ 4. 107 W.cm-

2
: this is obtained by solving the

mode equation (3) parameterised by Q and then calculating the associated power flow.

Qualitatively, it may be seen that with increasing power flow, the refractive index in the nonlinear
medium is progressively increased to a value at which the waveguide ceases to confine the propagating
mode. The effect on the modal field distribution is shown in Fig. 3 for the same waveguide parameters
d = 10, v = I, as in Fig. 2. From equation (3) it follows that this cut-off point occurs when v

2
b - Q

in the nonlinear case with guided modes restricted to the range v
2
b > Q. The wave equation also admits

plane wave solutions corresponding to radiation modes of the waveguide and these exist so long as
by

2 
< 2Q. Provided that Q is non-zero, the two regions overlap. At the bulk nonlinear interface, it is

the reflectivity that exhibits hysteresis with incident intensity as control parameter and angle of
incidence as an order parameter(). For the waveguide, it is nature of the mode that exhibits hysteresis,
being guided or radiated as described by the propagation constant B, and in this case the control para-
meter is the power flow down the guide, with the guide geometry taking the role of the order parameter.

In reality, the plane wave solution is not expected to be stable in the nonlinear medium(2): however,
hysteresis has been shown to exist for the bulk nonlinear interface

(
l), and so it might be anticipated

that these results would offer a similar degree of qualitative agreement with experiment.

3. EXPERIMENTAL WAVEGUIDE DEVICE

Experiments were performed using carbon disulphide, CS2 , as the nonlinear medium. CS2 has a high non-
linear coefficient and fairly well-established optical properties. The experimental device requires the
waveguide surface in contact with the nonlinear medium to have a refractive index lower than the over-
layer by an amount on the order 10

- 3 
ideally, at low intensity excitation. Although some degree of

tuning of the CS2 index can be achieved by adjusting temperature or dilution, there remains the require-
ment that a material be identified capable of forming a waveguide of low propagation loss and refractive
index matched to this index. Additionally, the waveguide must support only a single propagatin mode
(to avoid potential problems with intermode coupling) and be capable of withstanding the reiatively high
power densities demanded. All of these requirements can be met by utilising an optical waveguide formed
by ion-exchange in glass.

Waveguides formed by exchanging monovalent cations in a glass substrate with cations of a different
species in a molten salt are well-known(6). In addition to their capability for low propagation loss,
typically <0.5 dB.cm

-1
, their surface refractive index can be varied continuously, with good control,

by adjusting the concentration of the exchange cation in the molten salt, a property of particular
significance for the present work. The ion-exchange technique produces a gradient distribution of
refractive index in the depth of the glass sulstrate, with peak refractive index at the surface. The
dispersion and modal properties of these waveguides are broadly similar to those of the uniform wave-
guide described in section 2, and the results presented there are valid in this case.

To facilitate measurement, a mode depth of a few wm is desirable, and to achieve this simultaneously with
truly monomode behaviour requires a glass of refractive index %1.56-1.59. We have used two glasses -
Schott glass types LF5 and F5 with refractive indeices 1.5659 and 1.5864, respectively. Both glasses
possess sufficient sodium to produce the required waveguides by ion-exchange of Na

+ 
with Ag in molten

AgNO 3 . Waveguides were produced from molten AgNO 3 diluted with NaNOI to overcome problems associated
with high silver ion concentrations at the surfaces of waveguides formed using the undiluted melt.
Careful control of the AgNO 3/NaNO' 3 ratio enables the resulting waveguide surface index to be adjusted to
any specific value up to the maximum achievable using the undiluted AgNO 3 melt. Fig. 4 shows the
measured surface refractive index variation with the melt concentration for both glasses, established
using. standard techniques(

6
).

The refractive index variation at 1.06 um wavelength of CS2 with temperature was measured using a hollow
prism spectrometer: results are shown in Fig. 5, indicating a temperature coefficient of -7 . 10

- 
K
-1

.
Temperature tuning of this index is used to make fine adjustments to the overlayer refractive index in
the waveguiding experiments.



Fig.6 shows an experimental waveguide device. The CS2 is confined in contact with the waveguide suria',

in a quartz cell bonded to the waveguide using a CS2 -resistant epoxy resin. The liquid CS. is injuted

into the cell through a vapour-tight PTFE seal mounted in the cell top wall, to prevent evaporation loss.
Light is injected into the ion-exchanged glass waveguide by prism-coupling(

7
) before encountering the

nonlinear overlayer. Care is taken in forming the epoxy contact between the cell and the waveguide t,,

introduce a gentle taper into the epoxy profile to minimise loss of guided optical power at the transition.
The entire assembly is mounted in a temperature-controlled enclosure, designed to permit light input and
output coupling and maintain the CS2 temperature within better than 0.l'C ol a preset value. The

partially assembled waveguide cell enclosure is shown in Fig. 7.

4. EXPERIMENTAL RESLTS

Experiments were performed by prism coupling the output from a Q-switched Nd-YA(; laser generating 25 n.
pulses of 15 ns duration at a wavelength of 1.06 jm. This beam was focussed to produce a , I mn wide ha.
in the waveguide beneath the cell containing the CS2 and attenuated by a range of optical density filters.

The waveguide supported only the fundamental TEe mode in all regions under low power excitation.

The experimental arrangement is shown in Fig. 8. A beam splitter and optical delay is used to split oft

a reference pulse from ti main beam which is detected and displayed time-displaced from the signal pulse

on an oscilloscope. We choose not to monitor the guided wave that emanates from the end of the device as

there is considerable light scattered foward in this general direction including that radiated from the
guided mode through the nonlinear interaction: it is generally difficult to spatially isolate only the

guided mode. Instead we derive the signal pulse from the radiation scattered from the waveguide in the

interface region. Thus, light scattered and coupled from the waveguide leaves the device at angles that

are characteristic of the modes of propagation of the structure. Light scattered from the guided mode
is monitored and the detected signal displayed on an oscilloscope. An oscilloscope trace obtained in

this manner is given in Fig. 9, showing the signal and reference pulses.

Although the pulses available from the laser are complicated by possessing some structure du to the

presence of several longitudinal modes, it is clear from Fig. 9 that the signal pulse is somewhat narrower
and more isymmetric than the reference pulse. The pulses are replotted superimposed in Fig. 10, demon-

strating these effects more clearly. The effect can be removed completely by temperature tuning the
CS2 refractive index to a lower value such that the input power density is insufficient to achieve
n, > nl.

The data derived from this experiment can be replotted to show the signal pulse intensity as a function

of the input pulse intensity. This is shown in Fig. 11 which indicates the presence of hysteresis in the
response. We have achieved similar response for a range of peak powers coupled into the structure and

find the effect to be present above a certain critical intensity as expected from the theory given in

section 2. It is somewhat difficult to accurately measure the threshold intensity, which is predicted
to be "1-2 x 10

8 
Wcm

-2 
by the plane-wave theory for the waveguides used. Allowing for the coupling loss

and modal mismatch loss at the linear/nonlinear waveguide transition, we estimate the threshold intensity

to he not greater than >109 W cm
- 2

.

We have found that this effect is repeatable although the input pulse structure does complicate inter-

pretation of the measurements: we are now modifying the laser resonator to restrict oscillation to a

single longitudinal mode. Further effort is now required to quantify the process and make time-resolved
measurements.

S. CONCLUSION

Intensity-dependent hysteresis has been observed in the power guided by an optical waveguide comprising

an ion-exchanged guiding laver in glass surmounted by CS2 . The CS, exhibits a large positive optical
Kerr coefficient providing the strongly intensity-dependent refractive index that is responsible for

the observed behaviour. A straightforward plane-wave theory gives qualitative agreement with the observed

behaviour. This effect should form the basis for a range of fast optical processing devices.
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FIGURE 4 REFRACTIVE INDEX CHANGES AS A FUNCTION OF MOLAR CONCENTRATIONr

FOR ION-EXCHANGED GLASS WAVEGUIDES



x 1.60-

1.595-

S1.590

15514 16 18 20 22 24 26 28
Temperature (I C)

FIGURE 5 REFRACTIVE INDEX OF CARBON DISULPHIDE AT 1 .O6um AS A FUNCTION

OF TEMPERATURE

Waveguide Coupling Prism Cell Containing
Carbon Disuiphidle
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FIGURE 8 EXPERIMENTAL CONFIGURATION FOR DEVICE ASSESSMENT
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FIGURE 9 OSCILLOSCOPE TRACE SHOWING INPUT AND OUTPUT PULSES

1.0

Input Pulse

C- I

Output pulse \

I -
/ x\

0 13.5 27 40

Time (nanoseconds)
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EI Eex + E AijPj(t) 17

jji

where E is the amplitude of the externally-applied field, P. is the dipole amplitude of atom j and
ex e

A. e [1 1 -k r.1
A l k r ] r i] ( k r i )

In this equation, k is the magnitude of the wave vector, and rij is the distance from atom i to

ato'm I For simplicity and to limit the number of parameters r - r, and A Ai are taken to ne in-

dependent of i and ].

The role played by A has two essential features. The Re A causes a frequency shift in the rest-

nance condition causing O and varies strongly with separation r . We find that OB occurs for the c,,r-
di tin'

R - N-I Pie A -6

'ye Im A gives rise to superradiant and subradiant decays and modifies the bistable behavior, but does
nt affect the bistable condition which is (19). It varies slowly with r for kr 1 and is taken to

be constant in this calculation.

The calculation is performed numerically and the results are treated as experimental data. A' every
step in the calculati)n the random number generator determines whether an atom will he res'arted in 'he
ground state, independently of what state it is in at that time On the average, an atom is restaited
in the ground state once in one unit of time, that unit being the decay time. Retardation is included

evactly in all phase factors, but is neglected in the slowly-varying amplitude of the dipoles. N pri- ,
n,%wledge is available as to what variables, if any, are bimodal. The meaning f upper and ! wer stale

is arbitrary.

et n it) den te the inversion of atom i . Let

N t (t-t')/T

n 5 T dt' e n.(t 0' N ,. Tf

oe 'he 1nversi'.r aserage. iver all the atoms, observed with a detect-r with time constant Tf 1 ' a, the

detector has bandwidth "iTf. [et nc he a constant to be determined later, such that if

nsystem is in "upper state" ,1S

n, system is in war 'tar fP

Ar ',p "'d,,wn" time, t ,tl 1:, def iced as an interval from the time the yTem enters tle up d,,wn

l tP f tno e I I Pa Ve
, 

' We wi'
1 

denote T T ) as tfe a,,eraqe up down tine

if ice system 's ret n ';, a r'nq ' a single slalis'iiai y st nary fress, mhen the cl's''v
P P f anld t, i'e f onrer* iat,

-t P .td T
h at I ' . mein . ,

- ,, 'S( ,a' rc A( t f t art e stIce mean t5i' car IC 'toed a' a ' trn' te- ,

st, n are prpP '1; ich teea 5n 're ,a~r ii' n When Lit' dalt t i', ,,i'.ei C!, at' ' 'rd tisat



The effect .t the 1 cal field correction is to cause an inversimn-dependent frequecty shift in
'he -quati n .f ,it Eqs. 10) and (11 . This set of equatins is quite similar in f rm tq the
el atins :f mcitioin fir The quantized driven, damped Duffing oscillatorl

4
. The only difference is the

appearance 'f the tactor nt n in the last term on the riqht-hand side of Eq. (11). Since OB i' nown
t- e,i'-r +r thpe classical, driven, damped Duffing oscillator

4 
in the absence of a cavity (i e , feedback

I I-c nlectromagnetic feld), it is then also expected in this case under very iuch the same circut-
stancei 'sis will depend crucially upon the initial del .ning ' , as we'l as the absorption, i.e., B.

'ce a'itnilr eQuati Ins 10 and 11 ' are solved in steady state in terms of Rat, by elicinatinq n
and t e r ,1' I s sed it r axwell ' eqjatInn 2 in the plane wave, slowly-varyinq amplitude (in time,
1 lci a

t

s a r lisnc ne relati(n . The hundary condi tions are that, at z - 0

dZ ) 13a,b1R ' dz I l l- R

and at ' L

Ad-

14,
dz

Here, i 'd , are the reflected and incident fields, respectively, and k is the wave vector for

'he 'i -en' ''eld. The details n" the cIalculatioins are presented in reference iG, and will not be re-

pea'ed "ece

',e m in cesul's are shown in Figures I and 2, which shcw OB in steady state for the transmittance,
as a fUnCtion lf the initial detuning ' for various values of tre incident field EI and the absorb-

anie A is a function of tne incident field El, respectively The transmittance T and reflectance R
,ie le'ined in the usual way by

R R (15)

a T / 'I 16 ,

in pt' al energy di sipated in the mediu. I-m ' i gure it is seen that the intrinsic
'n dominated, i.e., the reflectionr is smal and ahb srhance is the complement of the trans-

it f'ln 'n:,, ether wi 'ith 'he inuersin-dependent fIeQuency sihft non inearity, Eq. 11 ) and initial
"i. 'ti 'onere are all c -monn characteristics f intrinsic mirrless OB due to absorption5-8,IG.

M! i AV,'FAL MtI OVsOP.Gp MODEL

' " 'hO validity ti using the LE as a cause of cavityless OB analyzed in the previous section,
it, ' ' iv inn ''me deeminrre the efect if fluctuations on the condilons for OB, using the LFC, wt

1 1n , p, I In a '1,, '"opc itoidel where the l cal field drives each atom and therefoire there
cn " ad'e it n esults -f the previous sectii-n are physical, then the essential features

',,,, e' s n"t, ' t , t ' ' i the m c c mc model. 
T
hat is, if the LEF is, indeed, a correction neces-

'i',, P i utie 'r m he ' cr sc p Ic t the macroscopic representation
9
, then, certainly, the essential

t, n n I n i, i i ln the microscopic counterpart. In addition, we analyze the effect of fluc-

it . pr m, del presented here is a semiclassical heuristic one with fluctuations. In this
'.-niiTeitt we draw fr-, 'he analogy tetween histahility and first-order phase transitions in that hystere-

p- n r'a are n w t i he iutbtle features of stochastic models. It is useful therefore to compare

n, *I' i' tea' ,res : de'erministic midels as opposed to stochastic models used to describe first-order

, ,e 1, iIt ' i 'n Dh en-mena

i le'eirmititi models, one examines the mean of some variable that has nonunique values, whereas

a)v, 'me predicts a distribution for the variable. Deterministically, then, one predicts
=enai atah'e s'tates and hysteresis, where on the other hand, the distribution function for stochastic
i, dei ha' a ,iqge t I st moment, and therefore no hysteresis for the corresponding mean variable. Hys-
"e-r, in strhas'Ir models, 'i the -ther hand, is contained in a bimodal distribution function. Thus,

I I,-r rler mcmert anal c'ys Is needed to expose the bimodal condition. Thus, the contrast between
le'ernM-',ic models representing a first-order phase transition and stochastic models is that determin-
ltv. mi'l I'pe r.,nditi()ns for histablIty, whereas stochastic models give rise to bimodal ity.

r, m'nei rrnsst of a lImited number nf two-level atoms which obey decayless Stioch equations. The

e'lcd amp Itude F at atom I is given bV



7-'

?2E  + 1 )2 E 4, (2

- ! 2 2 ~

Here, P is the macroscopic polarization

P - Pj i )

The major point is that when the field in (2) is used to drive atom m , it contains the self-field of
that atom. As shown by Van Kronendonk and Sipe

9 
(VKS), the self-field contribution is removed by takinq

the atom to be driven by the "local field", EL

F L F [E sP . 4

which was derived for homogeneous-broadening and cubic or spherical local symmetry in the arrangement of
the atoms if s 0 and s is otherwise a structure factor. The structure factor stems from the correla-
tion of atoms that occurs in crystals

1 2
.

For the case we treat here, the slowly-varying envelope approximation
13 

(SVEA) is made only in the
time variable t , not in the spacial variable z , since as we shall show, OB occurs in a small volume
in this case only for a dense medium, so the field varies strongly spacially and the SVEA spacially is
totally invalid. In terms of slowly-varying amplitudes (temporally), the polarization P and the off-
diagonal density-matrix element Rab for a two-level atom, are related by

P - iuNRb (5)

Here, u is the matrix element of the transition dipole moment and N is the density of atoms. The
slowly-varying amplitude of the local field, L is

I L 4 i 1 u N Rab (6)

where ,- + s. The density matrix equations for two-level atoms with upper (lower) states labeled
a(b) are

d~a b u(7)abraabd t - i l ab )R ab L / -
n ( 7

dn u *

dt '(1n) L (Ltab + c c. (8;

where the inversion n is

n aa - b ()

Ii the p cal field L is eliminated frm (7i and (R) using (6), the result

dn - n , u "rP I

11 'a h 13*'. I(draS

d -[: - ba 'ab n ill)

where

R 12)

and t is the absorption coefficient and s is the wavelength f light in varuum

Ii
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(IMMARY

T h
e local field correction (LFC) is used to eliminate the local field in the macrsropic semiclas,-

,al density matrix for a collection of homogeneously-broadened, two-level atoms interacting with the radi-

ation field, which is described by Maxwell's equation. The system of equations is solved in steady state
with the boundary conditions for a plane wave normally incident on the dense absorbing medium of p-,paga-
tion length much less than a resonance wavelength. Optical bistabllity OB) is predicted, based ,p-n

adiabatic or steady-state conditions. As a test of the validity of the predictions, rosults are reported
.sing a semiclassical heuristic microscopic model with fluctuations for a col lection nf a finite number
,f elertric field-driven, two-level atoms. In this case no LFC is needed and none is made; however, Oh
is !bserved consistent with the predictions frori the steady-state macroscopic model.

INTRODlCTION

Mirrrless .,ptical bistability ,:OB) was predicted by Bowden and Sung
I  

and by Bowden '
3
, using a fully-

quantized model, for a collection of two-level atoms in a small volume, driven by an externally-applied
'aser field. A first-order phase transition, i.e., switching, was predicted due to interatomic crrelation
Ila the electr.magnetic field. Another suggestion for cavityless 01 was discussed by Flytzanis and Tan

1
l,

wir used a classical model based on the driven, damped Ouffing oscillator. Recently, Hajtn and .lan ssy
h 

i
observed 0S in amorphous GeSe2 due to increasing temperature-induced narrowing of the bandgap. More re-

cently, Miller
6 

and Co-workers observed mirrorless OB in a GaAs/GaAlAs quantum-well semiconductor caused
by increasing absorption. Similar results were observed by Dagenais and Sharfin

7 
in CdS. Cnnditinns for

mirrorless OR based upon nonlinear absorption were proposed by Henneberger and Rossmann8.

TU fj ,t'er ,ystematically investigate causes and conditions for cavityless OB we have treated the
rae for the effect of the local field correction LFC)

9 
in a macroscopic semiclassical model of two-level

atoms driver by a local field
10
. Although of completely different mechanism than any of the cases cited

abc.ve, 'he ORd which is predicted is characterized by large absnrban-e, i.e., the state of large absorption
c,rrPspinc t, low transmission, just the opposite of the conditions for high-Q cavity OBll. In the de-
.e pment -f r mordell

0
, we draw heavily upon the work of Van Kronendonk and Sipe

9 
and their interpreta-

t i,n :f the oriqin of the LFC as the necessity for removal of an atom's self-field from the macroscopic
field in the interactior, in passage from the microscopic to the macroscopic semiclassical models. We find
that rev,,natcrless OP is possible from the macroscopic semiclassical approac-lO, due to the LFC

9 
for par-

tir lar conditions if detuninq of the incident field from the atomic transition for a suitably dense medi-
um 

t
w o level atoms.

he purpose -,f this paper is to present results of calculations for mirrorless OR derived from a mic-
so.p r statistical model in which the LFC is not needed

9 
and therefore is not made. This is done to test

the resjlts of *he macroscopl( moidel and, as we show. the results confirm the existence of resonatorless

OP ir a rollection of two-level atoms driven by an externally-applied field. Our results suggest that ex-
perlmnts be r,,nducted on suitable moterials to study the phenomenon which is both of profound fundamental
s -in' ?canoe as wel as po tentially useful in the applied sense.

The next ser tion will be jsed to present our macroscnpic model
10 

and to briefly discuss the main re-

sults for mirrorless OR. Then in Section I[ we present the model and main results of our microscnpic,
statistica) treatment The final section is used for discussion and summary.

I. MACROSCOPIC MODEL AND OCAL FIELD CORRECTION

In the microsc,,ic theory ,f electromagnetism, the force on an atom, labeled by the integer m i s
d.c to the ffield, denoted by m

N

Em  E I GmP

Vim

where F, is the incident field, the P) are the polarizations ,f atoms j, i 1.2. N, jfm. The Green's

functions Gmni are the Lenard-Weichart potentials and take into account the geometry. The absence of m
in the sum in Eq. ill stems from the removal of the self-field of atom m and appears in the theory as
natural relaxat.ion and spontaneous emiss ion.

In the usual passage to .marrosopic electromagnetism the self-field is reintroduced in the form of
Maxwell's equation, which for isotropic media, is



H.M.Gibbs, US
Spectroscopists dislike Fabry-Perot fringes; they try very hard to avoid them and often AR-coat samples. So if you look
at spectroscopy experiments, you should not see Fahry-Perot fringes. There are two experiments on copper chloride
using etalons: Levy's group, Honerlage, etc. in Strasbourg and ours both of us go to great pains to make sure that we
have Fabry-Pero Tects.

Author's Reply
But again in these experiments which I was referring to there's never any word about antireflecting coatings. So I'm up
in the air - I don't know if they did it and didn't say anything - what would be the explanation?

('.Klingshirn, Ge
Just a comment: the quality of the surfaces of the copper chloride platelets is too had to see Fabry-Perot modes, and
therefore you may have to do artificial things to get at least a little bit of Fabry-Perot modes. Other materials. like
cadmium sulphide, grow with perfect Fabry-Perot modes without any additional coating or something else.



DISCUSSION

I has e a question concerning the group velocity. You eliminate from N our calculationi the spatial dispersion by assuminug
for the exciton and bici ton an efftet s mass of inifinits ats compa red to Ithe actual sal ues of about 2.5 mit and 5 mi,.

rcspiecitsel this disregards the k dependence otf the exciton resonance oft the hiexciton and with this also the k
dependence ot the induced resonance aroiund half the hiexciton resonance. Now if you include this, this greatly alters
the dispersion and especcially the group velocity. I lave yo)u any ideas ho%% this would influence the switching times.?

Author's Repl '
InI the necighbour-hood oI the biexciton resonance oft course the group elocits, would he much different fromt that
Calculated fromt that expression -- it'll he even lower, and so I expect esen longer switching times, at the biexcittin
resonance. No%% the optical bistabilit5N has only beetn observed near the resonance, and at the moment I has e no
explanation of whv that's the case. We're trying to think tif ideas whyil it's only been observed serv close toi the biexcitoit
rcsoitance *we think it should be there ft was asrom restitatte. The oriial pr'poaal oft I lanantu ra k as to get awiaN

frotn this biexciton resonance and the execiton resuinattee. so that you onh, get vitual formation of bescitotis. anid
therefore sittilt get at vers latst salitch: thai's ss at %%c were here attemptinig to Stud%.

S.D.Smith. L1K
Is there any reason it, sup that the biexetioti notilineart ill ssi e actualls niore efficient thanl that ss hieh) sou milght
gct in at seiconductor h% satulrating an CxeitO1Fit r Mbad cilgC otIndUCI ita plasnia and theni tItiIIIIng (the Cirnet
lifeimes to fit to' Such at rectioin time ' Might tile ssN~n stmaclls gis % tilt at beter Liii it fiutlinearits toi ibsoriin.

Author's Reply
No,. I doin't belies e it %kill be bectict . In fact \%cs \c been ltiutg Ol thisas it Stll, ping gliiutud lor apprixmniions to It\ toi
des chip s a S (If hanidling tt pri ipagautiti tin the proicnti IticludeILI the-se oilier effects,. So it's not rcallN the protblemt kkc
%%;tnt Ioi sosc; we want to goi ottii tothings, like callUlm Arsettide iid tie InUt ltpIC-t.IUan tum-well structures and use tie
Same So rt Of1 tchniqLues there that a evec de cli pcd lie re. I hi sc are muich ino re co mplicated inodels ti isolsc in that
case. soi we warn iti first understanld a t's happening ti ciopper clilde and inose on tot gallium arsenide, Oir maybe (i
both atl the Same tinme Ioi attack theseC pruhiltiIS I rinithe ptit t sf tess Of the proipagatiotn and switching times . We'rc
Siteresied in) the transientl d s iicns

A conient )tt " hatl 'riitessor Smithl Jist Sid. Ill ( ' I1the bitnding eiierg\ is %cry high for the exciton sit the salt uratit in
ittictsits is extremelyare sit I tink that sit AOitud expect the nonlinearit tii be larger ott the biexeiton tin that
parfitir sss Ieitt. Bitt thatl ultisiti make it mitre attractive that exeititit, that have much lowker saturation ititensities ill
ithet sSstems. A- e ucstii Iir OF) I Itauts: IM tot surie afhat situ me~an sshell siu sas, that the setisitisi to i lentgth Should be
ci nside red IF] x~pt.rn I: sI th ink that that serisitiOiii is a clt knom ia % experimentalists - if sou mean some fraction itt

in insirumncnt 'AI iit Itt0 a h'abr\ - Pe rot

Author'% Repli
I hat's p~rcisls \%hat( I mican. I hie iLuati At the surfaces has ties r been discussed ti the literature. I'd like toi has e that
prloblem tindefrstitid. Is\ell 'al it,it the traiitmtsstiii if light throtugh at thin sample: or at thick Sample. there ' ties r an.s
mecntiin tit the surlakCe qultlV. Iii tact I spent sescral telephone etnitiesaitions with HOWty ('base tin IndianaIl inle past
ci uple Ai inihs. Accituing to, h117intte\ Just gros these crystals and the\ liiik tiir a spit il atahich the\ get good

tairtsii.but this can't realls sis that the surfaces are high Ltualtx. I hills %hat I get trint the exoperinnilists

;nc It.is somne itcasurc oIt sit lace quit I I bcautse Oil nc T1il Ies (tic the C exp IFel it Ifaltitesse: tine has Some 11 icteoiti Itof

ile differenceC 'UMCIaei the reflectt ingf tiesse and tfile aci tial observed 1fiCW iise tild Inl ii~ is ases thatl's dute ti iiOi intlaticss
NiOF canl tell frn file thedige ahthellt that' a i general graduail tititiflitiess ori ushthet It has% tio tit) aith local surtacc

rrcgulanitties

Author's RiepI ,
N i,'. bitt in the traiinmisiin experinment,, 'At. expecLto see these etatiti elleets and tis te not there I ile expetImeItsICI

It /io"i'expei-rietits'

Aiuthor*% Repl~s
Werll if voti liotk at the Japattese experiments bN Shiiinota, I believe'.' Andi the experimnitts by ('base atnd anithler
lapariese group. [ he only experiments% \here Ise, seen the etaluin effects arc tit these ness optical phase cointugatioin
experiments oft I losd A here lie ets tiscillaititis in the untetisits is hc sakceps acrossN the trequettey.
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Figure I. Input versus output intensities for the Figure 2. Input versus output intensities for the
laser fieuency , 3177 mev and sample laser frequency w = 3186.2 mev and L
length L 

= 
9.97/53 em. Other relevant 30 m. The solid line corresponds to

parameters are: R = .9, ym 
= 
0.3 mev the MFA and the dashed line is the SVEA.

and 0x 0. The calculation for the The remaining parameters are: R .9,
)m 0.04 mev and yx 0.

,econd-order Maxwell equation (solid
line) s compared to the mean-field
approximation (-.-.-.) and slowly-varying
envelope apprximation (-

0 L

0 250 500 750
TIM E (U N ITS T el)

giqejre 3. Giutput intensitios versis round trip time T R .165 psec for switch-up and switch-down

eitoatinn. The same parameters are used as in Figure 1, however, here ix = .03 mev.
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We have chosen ,,- 31/7 mev (i.e., A 15.5 mev) so that the absorption is small. Also, rm . has

been chosen to reduce the contribution from absorption and enhance the dispersive contribution. For these

values, the EX, SVEA and MFA give qualitatively identical results. Quantitatively, the SVEA is well with-
in 5 percent of the Es results, whereas the MFA curve varies as much as 30 percent from the other (13 curves.
The remarkable agreement between the SVEA and EX results is due to the choice of the wave vector k , Eq.

<17), and the fact that the nonlinearity which causes OB in CuCR is found to be very nearly of the Kerr
type (more will be discussed concerning this behavior later). These conditions render the envelopes in
(16) and (18) truly slowly-varying in the medium.

In all -,ur numerical calculations we have used a predictor-corrector method. For the results in Figure
1, 40000 points were used to generate the EX results. Using only 20000 points resulted in 10 percent change
in the curves. On the other hand, 1000 points were more than sufficient in obtaining the SVEA results.

Our dynamical calculations reported below were performed with only 100 points and the steady-state curves
for this grid differs from the above by about 3 percent.

A value for the incident field frequency wi is taken just below 30.2 mev) the biexciton two-photnn
resonance, and the resul ts are presented in Figure 2 for L r 30 pm. To achieve a condition for OB, it was
necessary to use a much smaller value for Ym than for the previous cases. If OB in CuCT is strongly sen-
s, tive to tuning near the two-photon resonance, as has been suggested

1
, and might be anticipated from the

field dependence of the denominator in Eq. (9), we would expect to observe a large hysteresis in Figure
2, as compared to the previous cases. As observed, there is only weak OB indicated. Again, the SVEA and

MFA results are in qualitative agreement, but quantitatively there is, as for the other case treated, a

discrepancy of almost 30 percent between them.

The absence of sensitivity of OB in tuning near the two-photon biexci ton resonance strongly suggests
a Kerr type behavior of the nnl inearity, contrary to what has been previously suggested

,
. For further

discussion on this matter, the reader is referred to reference 6.

The set of Eq. (13) and (22a-cl were integrated numerically without adiabatic elimination with Yx -
.03 mev; otherwise conditions were identical to those given in Figure I. The dynamical behavior of the sys-
tem near the turning points for the SVEA curve of Figure 1 is depicted in Figure 3 as the input field is
slo-wy increased

1 5
. As indicated, the switch-down time is approximately 80 psec and is approximately equal

to the switch-up time. This is in direct contrast to the prediction of reference 14 which predicts a
switching time on the order of picoseconds. This discrepancy stems from the use of adiabatic elimination
of the exciton, biexciton and exciton-biexciton variables. The conditions for adiabatic elimination

9 
of

atomic variables were not satisfied for OR in CuCt. The switching times correlate very closely with the
polariton lifetime in the material. Since the material is highly dispersive, the group velocity ot the

Dolaritons is about 12 times smaller than the phase velocity at r, - 3177 mev. The group velocity deter-
mines the relaxation time of the cavity and is the dominant slow mode of the system. This effect was not
accounted for in previous work

14
. Furthermore, we can infer that the switching times will become dra-

matically longer closer to the exciton resonance because the group velocity is inversely proportional to
?. Using this argument at - 3186.Z mev and L - ?G pm, the switching times will be about 4 limes longer

and at i. - 3196 mev, the switching times will be about 25 times longer.

tV. C(ONCLUSIONS

Predictive results for model calculations in OR for excitonic-biexcitonic CuC have been presented
in this paper and comparative analysis was made between the results for EX, SVEA and MFA calculations.
We find good quantitative agreement between the EX and SVEA results and the MFA results show good quali-
tatlive agreement only. Hence, the latter can be used for qualitative interpretation of the SVA and EX
numerical results.

thp ciose agreement between our SVEA and EX results is very much dependent upon our choice of the

wave vectofr, (I1), to minimize the spacial variation of the envelopes, (15) and (16). This, together
wilTh the independent introduction of the background value for the dielectric function into the SVEA, Eq.
20), fhriugh the constitutive relation we feel is unique. We know of no other treatment of the SVEA

similar toJ this reported in the literature. It is to be emphasized that the introduction of r, into the
%VEA thrrugh the constitutive relation is absolutely essential, on physical grounds, to obtain the proper
value for the phase velocity appearing in (18). The strong agreement between the SVEA and EX results
fir steady-state conditions gives credibility to our use of the SVEA, Eqs. (?0) - (22a-cl, to numerically

calculate the switching times, without using adiabatic elimination. Since the excitons strongly couple
t, the photons and have a large dispersive contribution, the group velocity is significantly changed trrim

the phase velcity and determines the eventual escape time of the photons from the medium.

Furthermore, we have demonstrated in the results shown in Figure 2 that the nonlinearity in ev-
citonic-bipxcitonic CuCQ which causes OR is of the Kerr type. This suggests further experimental investi-

gations of 03l in CuC; for incident laser tuning on either side of the two-photon biexciton resonance.
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where the last equation follows from the first two.

Using the transformation presented above in Eqs (7), we arrive at the closed set of equations

b 
2t x - iV-iYa)b, + glE+ - g2 [EBo + EOB,.,] <a

-9 - - i(A-im )B0  + g2  [E +bF + Eb -i(A-if )B, q2  Evb , (2h,cit E B F Eibn j f2t,

where v r F,B and p takes the opposite subscript. Here, , - and A - m - 2, and we have neglected
triple frequency contributions.

The equations (20) - (22) are appropriate for discussing dynamical behavior and stability conditions
as well as the steady state. For our purposes here, however, we focus our attention on the steady-state
solutions to these equations.

The steady-state solution for the set of equations (2?) gives

b - A - A - g2 E
2
] (23a)

whet e

/A 9: A '+! 1E+! +2 9 (It+Il + IErI + I 1 IEj )

2 A <F B) + 2 KF B F B

From 3, (5) and (16), Eqs. (23) can be used to eliminate the polarization terms on the rhs of Eq. (201
in steady state to give,

EF A ' i g Lv - g
2 

E E (24a)

cS/T -2 F F11cS 2c r (oT

+A - +B s I ; B  z % '' - g 2 *+2 + (241b)

cS 2TW L g Fj B Y2 J; B 4b

It is interesting to note that if the last term in (23b) were a perfect square, Eqs. (24) could then
be analytically integrated. However, this is not the case, so we proceed with numerical solution of Eqs.
(24, with the appropriate boundary ronditions

6
.

II. RESULTS AND DISCUSSION

In this discussion, we discuss results of numerical integration of the EX equation, Eq. (11), and
the field equations in the SVEA, Eqs. (24) with the appropriate boundary conditions

6
. Comparison is made

between these solutions and the correspondinn analytical MFA results from Eq. (14).

The EX, SVEA and MFA results for a sample length L - 10 pm are presented in Figure 1. In this case,
we fixed the frequency w - 3177 mev and varied L to obtain a well-defined OB condition in the MFA. This
is why L 9.986 pm in these results. For L - 1 pm, no bistability is observed in any of the approxi-
mations; this is a strong demonstration of the sensitivity of the DR curves with sample depth. We have
chosen a value for ,, far from resonance as was also done in reference 4. f x is reported to be small

4 
and

is usually taken to be zero, although it is not entirely negligible. Since both ym and Y. are, in general,
affected by impurities and other conditions, we take yx w 0. The values for ym vary considerably in the
literature; we have taken the value of 'm 0.30 mev here.
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where

+ + ikx + + ikx
P (x) PF(x) e + PB(x) e 16

The corresponding relations for the field are derived from Eq. (3).

At this point the wave vector k remains unspecified, whereas the frequency+i is the carrier frequency

of the incident laser field. To render the envelope functions, 'F , PB . and Ei , EB  as slowly-varying

as possible in the medium, we should choose the wave vector k to correspond to that in the medium, Eq
(13). Since k in (13) is internal-field-dependent as well as complex, we define k by the following,

k ko  Re r T )7

where +(o) - :(IE! - 0).

The second-order Maxwell's equation, Eq. (2) can now be reduced to a first-order differential equa-
tion using (IS), (16) and the standard conditionsl

0
. The resulting equations for the forward and back-

ward propagating fields in the medium are,

E 2- -E* "P+ 2- 2, ck ... p* 2i 22 2E

k ?ri - 7 P ,2 - 1c'k_' 4v + 18,

where we have taken the polarization operators as expectation values, a condition to be assumed from here
on and the subscript ') denotes F or B. The minus sign on the left-hand side is taken when v 7 B.

It is to be noted that the last two terms on the right-hand side (rhs),of Eq. (18) do not appear in
the usual SVEA

10
-
13
. These terms arise entirely because of our choice of k . In the usual SVEA, k

is chosen to be equal to &c. Since the nonlinearity is large in excitonic CuC9, the usual procedure,
i.e., choosing k ko, would mean the variables in fact would not be so slowly-varying as to meet the
criteria of the SVEAI- 13.

The second terms in the brackets on the rhs of Eq. (18) make contributions on the order of the first
terms on the left-hand side (lhs) in these equations via the constitutive relations. Thus, we can replace
the time derivative on the rhs by the supplementary constitutive relation

P F , B [ r') l E + F ,FP[,);lFB rB (191
t : 4- 0 t

where r (o) Re r(o).r

The contribution from the time derivative of the higher-nrder terms in C which have been dropped
from (19) are entirely negligible for CuC2. The constitutive relation (19) is entirely consistent with
our choice, Eq. (17). It is to be noted here that c(o) in (15) and (17) contains c_ by Eq. (9) which
was injected phenomenologically into the model calculation and is essential for a meaningful constitutive
relation for excitonic CuCt

1
-
6
.

If Eq. (15) is combined with Eq. (18), we have, using the notation in Eq. (18),

e c J i 2- _? +(20)

r~o 47ii+

The factor onto the spatial derivatives on the lhs of (20) is just the phase velocity of the field enve-
lope in the medium. We have not included the small imaginary contribution to the dielectric constant in
the defirition of the envelope.

Equation (20) can be solved with the appropriate boundary and initial conditions when PF and PB are
related to the respective fields by the full constitutive relations determined from the equations of motion
obtained from the Hamiltonian (1) and the relations (6).

The specification of the appropriate boundary conditions consistent with our model, to be used for
the solutions of Eq. (20) are discussed elsewhereg and will not be presented here.

In order to integrate Eq. (20) with the appropriate boundary conditions
6
, we must determine the

polarizations PF and PB from the material equations of motion. If we use Eqs. (15) and (16) in (5),
F B

then we have the identifications



frequency of tne incident electric field, where we have used

E+(x,t) - e-i E+(x) ,lO

where x is the longitudinal direction of propagation in the dielectric medium of length

The stationary solution of (2) based upon (9) and (10) is

'
2

E(x) k
2

E(x) 0 11)

,,2  
0

where k. 1/c is the wave number in vacuum, and we have dropped the superscripts on E and r for con-

venience. The details of the solution of (11) with the appropriate boundary conditions in terms of the
incident intensity, IN as a function of the transmitted intensity I is given elsewhere and will not be
reported here.

B. Mean-Field Approximation (MFA) Solution

The MFA often used in the literature to describe OB in a Kerr medium in a Fabry-Perot cavity avoids
*ne necessity for numerical integration by imposing the ansatz,

ik× -ikx
i v 'e 1 EL1) e 12),

wh-ep )rd LL ' are rqhtward and leftward propagating components of the electric field E and are

"'er is inoependevr I Here is the complex wave vector defined by

(13)
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with positive and negative frequency components, E and E, respectively, is assumed to be the super-
position of rightward and leftward propagating monochromatic plane waves in the dielectric medium and
is understood to have both spacial and time dependence in general. The exciton and biexciton operators

are correspondingly understood to have k-vector dependence consistent with the electric field. We taie
the electric field E to be classical and proceed with the semiclassical model calculation where the
field and dielectric are coupled by Maxwell's equation

c?'
2

E 1
2

E 2p
-.x2 - t2 t2

where P is the polarization in the material. In terms of positive and negative frequency components,

E E P V P- , 3)

and consistent with the rotating wave approximation

H' - -E+P - E-P
4  

(4)

Thus, from (4) and (1),

P+ : igb + ig 2 b B . (5)

From this relation we obtain the dielectric function 
3

c

*+ +

1 + 4, ," P */E ,6,

To obtain the explicit stationary expression for (6) requires solution of the equations of motion
from (1) in the steady state. The equations of motion are

it b + ig E
+  

igE-B - iyxb .la

B 
B 

+ ig2E+b -mB 7bt m ~

- -(,, )bB + iglE B + ig2E(bb-B+B) - iybB 7c

where we have added phenomenological relaxation rates x'i Ym and I for the excitons, biexcitons and

field-exciton-biexciton interaction (FEB), respectively. This hierarchy would close with the addition

of a decoupling of the atom-field moments and a fourth equation for (b+b - B+B). However, this expression
for the difference of the populations appears only in (7c), and the contribution of (7c) itself in steady
state only adds a small correction to the nonlinear dielectric function determined from (5). Therefore,

we set

- B B)
'  

So (8)
0

its thermodynamic Pquilihrium expectation value.

A. Exact Solution (EX)

We proceed by solving (7a) and (7b) together in steady state to obtain the main contribution to the

polarization in Eq. (5), i.e., we ignore the small FEB correction from the second term in i5) which is
consistent with termination of the hierarchy with (7a) and (7b)

3
. This, together with Eq. (6), yields

- + g11

where we have replaced unity in the first term in (g) by the high frequency dielectric constant c_

represents the contribution of high frequency modes in the medium not accounted for in our Hamiltiin-

.an Here Y- - - v A - m - - ifm, and )E!
2

EE
-

In these relations o. is the
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SUMMARY

The stationary properties are presented for optical bistability tOB) from a semiclassical e, itrn-
biexciton model for CuCi in the limit of large Fresnel number. Numerical solutions using the sec.r,rcr
Maxwell's equation (EX) are compared with corresponding solutions where the slowly-varying envel, pe appr. 1-
mation (SVEA) has been made. In addition, the EX and SVEA results are compared with the corresponding
mean-field results (MFA). It is found that results obtained using the SVEA are in close quantitati e
agreement with those using the second-order Maxwell's equation (EX results), whereas the MFA results are
in qualitative agreement only. On the basis of the close quantitative agreement between the SVEA anc :
results, we use the SVEA hierarchy of equations to numerically compute dynamics of switching as the inpu

field is varied. The calculation is done without adiabatic elimination, which is not valid for OB in CuC.
Our main conclusions are that the OB in CuC; in steady state can be characterized very closely as a Kerr
type nonlinearity and that the switch-down time is approximately equal to the switch-up time which is clise
to 80 psec at the laser photon energy 3177 mev. The switching time correlates with the polariton 'letime
in the material and this has significant consequences for the switching characteristics in dispe,sie media

I. INTRODUCTION

pThe subject of this paper is the analysis of steady-state characteristics and dynamics of optical hi-
stability using the excitonic nonlinearity in CuCt

1 -6
. Here, the physics tf the excitonic and biexcitlnic

contributions to the nonlinear index of refraction is uoderstood and a simple model, which does nit incl de
the details of the band structure, should suffice to describe quantitatively the salient features if 0B
in this system. Some preliminary experimental results have demonstrated the existence of O7,?. In h'
work, we improve considerably, with respect to previous works, on zhe calculativns of the output lntenoity

as a function of input field in steady state. We emphasize at the outset that our calculatins are not
intended to fit any specific experimental data. Since there are inconsistencies between some published
resultsl,7,8 we vary our parameters to compare our results with other published works.

Previous calculations on CuCi assumed the dielectric function to be constant throughout the cavity;
this is a version of the so-called "mean-field approximation" (MFA), and has the advantage of yielding
analytical resultsl-3,

5
,
7
. Since the limit is idealized, we solve here, in addition, the second-order

Maxwell equation which requires numerical integration. This we refer to as "exact" EX) results. In
addition, we establish the quantitative credibility of the slowly-varying envelope approximation SVEAV

for our model, and use this to numerically calculate the dynamics of switching and switching times for
CuC? without adiabatic elimination of the excitonic and biexcitonic variables, which elimination procedure
is invalid in this case

9
.

The model for excitonic-biexcitonic CuC9 which we use
3 
and which has been utilized by others

4
, is

presented in the next section. In that section we develop the framework for computing the EX resul ts from
the model and the boundary conditions. Next, we define the MFA as applied to dispersive OB for this model.
Finally, the equations of motion are presented in the SVEA, which are used to compute the switching dy-
namics and from which the steady-state relations are developed. Section III is used to discuss the results
and comparisons for the EX, SVEA, and MFA; and to present the results for the dynamics and the switching
times. Our conclusions are presented in the final section.

I. MODEL HAMILTONIAN AND STATIONARY SOLUTION

The model Hamiltonian
I - 6 

for CuC which is useful for calculating the nonlinear interaction with
light for an incident laser field tuned near the exciton nr two-photon biexciton resonance, is given in
the rotating wave and electric dipole approximation, by H H + H', where

Ho  b ,,xb*b .,mBxB , ,,'a,

H' i xE b 
i

* vB b + h.c.

Here, B (B) and b(bl are the creation (annihilation) operators fc - the hiexcritons and excitons, respec-

tively, and -m and >tx are the respective transition energies (units such that - 1 are used); g, and g,

are the coupl ing constants whose numerical values are infer from experiments. The electric field

-A National Fesearch Council Research Associate



ThIs C oIti '11 .orresponds to nc approximately at the mid-point of the unstable reqin r, emi-
classical, deterministic bistability. This is depicted in Figjre which ehlihtis te analytically de-
termined deterministic semiclassical result for two, two-level atos

i
d. Aln indicated in the figure,

for reference, is the approximate region of the heuristic study.

tilgure 4 shows the emergence of the bimodal dependence of the inverson, ltl. lJ>, fir Oeven at,-ms
as the detector response time Tf is increased from 

T
f C, Figure 4a, ti Tf 1, i gure 4. Bimodal ity

emerges when the response time is greater than or approximately equal t, the atomic decay time. The 0'-

modality appears when Tf I due to the filtering of the Rabi cycling by the detector resprnse

A histogram of the up times, tu, and down times, td, sampling during the time interval of Figure 4
is shown in Figure 8 for four different values for Tf. The average up time, lu, and down time, Td,

corresponding to each value for Tf as indicated in the figure, is seen to increase markedly as Tf appr,-a(hes
unity, consistent with the approach to bimodality shown in Figure 4.

The inversion, Eq. (20) as a function of the incident field F for the conditions for Tf I and
otherwise the same as those of Figures 4 and 5 is shown in Figure 6 for one cycle. The bimodality of
tne inversion for a fixed field condition exhibited in Figure 4 is manifest as a hysteresis in Figure F.
as the field E is varied over one cycle. Further cycling, of course, leads to variations in the hys-
teresis profile due to statistical fluctuations. Successive cyclings then comprise an ensemble of meas-
urements with corresponding statistical variations.

IV. CONCLUSIONS

We have shown that the LFC applied to the semiclassical, macroscopic Maxwel1-Bloch formulation causes
OB in steady-state in the absence of any resonator or optical feedback conditions

1 O
. The hysteresis is

absorbance-dominated as shown in Figures 1 and 2, i.e., the overall reflectivity is negligible, which is
sufficient evidence that the OB is independent of any optical feedback. This is consistent with the fact
that the thickness of the macroscopic material is much smaller than a wavelength (f the illuminating laser.
This was necessary, since the density requirement for OB corresponds to an optically opaque material.
Thus, the propagation aspect of the problem is actually an optical "skin effect".

Furthermore, we have shown in Section III that OB occurs in a microscopic model of laser-driven, two-
level atoms, also without any cavity or optical feedback conditions. This gives credence to the validity
of ising the LFC in the macroscopic formulation when the density of material is sufficiently high, i.e.,
near that for solids. Furthermore, we have shown that the microscopic model gives OB when fluctuations
are included, and the results are given in Figures 3 - F.

These results should give impetus to stimulate further investigations into a wide range of materials

both theoretically and experimentally, to establish the kind of intrinsic OB discussed here. We feel that
further investigations of this type are of profound fundamental interest in relating microscopic electro.-
dynamics to the macroscopic and the origin of the local field effect as well as having obvious important
practical implications.
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ABSTRACT

Micron-thick semiconductor etalons can perform logic operations using 1,ut beams of a few mW.
Problems associated with the parallel operation of thousands of etalons are discussed. GaAs and ZnS appear
to be the most attractive materials for low-power room-temperature operation.

INTRODUCTION

Semiconductors are attractive for all-optical logic because of their strong interactions with light:
5-% of an incident beam can be absorbed in a few Vm or less. If a Fabry-Perot interferometer is
constructed containing a semiconductor, the transmitted intensity IT versus the input intensity II can
exhibit any of the desired logical operations: optical transistor (AC gain), optical memory (optical
histability), optical lilmiting, AND gate, NOR gate, etc.','

Single-beam or two-beam activation of a nonlinear etalon could be used for very-high-speed (-l ps)
switching for multiplexing and encryption. Nonresonant nonlinearities can be selected with very fast
recovery times permitting many-GHz operating frequencies. Resonant band-edge nonlinearities in
semiconductors usually have recovery times governed by carrier lifetimes, typically several ms.
Techniques for reducing the carrier lifetimes are being applied to bistable etalons in an attempt to

achieve GHz-plus frequencies, i.e., sub-os times between ps decisions.

For parallel computations, the nonlinear etalons are already interestingly fast. For example, 101
operations in parallel at a kHz rate is equivalent to single-channel operation at a GHz rate. Progress
toward parallel operation using GaAs and ZnS etalons is emphasized here. Nonlinear etalons should be
useful as spatial light modulators and as decision-plane discriminators in correlators.

GaAs

a) Bulk versus superlattice

Our GaAs etalons are grown by molecular beam epitaxy and usually contain I to 4 om of GaAs.
Sometimes bulk GaAs is used and sometimes a uperlattice of alternating layers of GaAs and Al,.,Ga..,As
with layer thicknesses ranging from 50 to 350 A. At room temperature, the free-exciton resonance is more
pronounced in the superlattice, but the optical bistability results are quite similar (same minimum switch-
on power, similar wide loops at high powers, etc.). Admittedly, this similarity suggests that the
mechanism for bistability may not be excitonic. However, bistability is se n with < 3 kW/cm', which
calculations show is sufficient to give a large enough refractive index chantge for bistability if the
mechanism is excitonic but not if it is band filling. The explanation for the similarity is under study,
but may be as follows. Background absorption OB (from the band tail which is filled or saturated only at
considerably higher intensities) prevents on-resonance purely absorptive bistability. Dispersive
bistability can only occur for large enough detunings so that aB is small enough. Operation may be forced
even farther off resonance by the fact that the exciton absorption does not decrease at all frequencies as
the intensity increases; the absorption first increases and then decreases as the intensity is increased
for A- I to 3 [ii(vEx-v)/6vEx where vEx is the frequency of peak exciton absorption, v is the laser
frequency, and SvEx is the exciton's half-width at half-maximum]. With &>3, the exciton absorption has to
be very nearly saturated to obtain an index change adequate for bistability. Before switch-on is reached,
the superlattice exciton absorption profile is broadened and its peak reduced, so that it appears much like
the bulk profile. Then for higher intensities, the bulk and superlattice etalons behave similarly.
Perhaps a thorough understanding of this similarity will lead to lower-power .peration using
superlattices; meanwhile, the only incentive for using a superlattice is the ability to tune the exciton
wavelength by varying the GaAs well thickness. This has permitted room-temperature operation of a
histable 'talon using a diode laser.'
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b) Parallel operation

For parallel operation of many beams on the same etalon, individual pixels may be defined by the
focal spots themselves, or by etching, or by proton damage. Several factors must be considered in
designing etalons for parallel operation: crosstalk via diffraction, diffusion, and luminescence; thermal
limitations; uniformity in thickness; etc.

Numerical simulations in one transverse dimension' and in two transverse dimensions' show that beams
separated by three or more spot diameters function without crosstalk; i.e., if all of the surrounding spots
are switched "on" simultaneously, the spot in question remains "off." Those calculations assumed a
defocusing nonlinearity and a Fresnel number of order one to assure whole-beam switching. Thus crosstalk
via light diffraction would permit arrays of 3-wm spots separated by 10 Wm, for example.

Experiments in GaAs etalons illustrate that carrier diffusion can impose larger separations. When
lasing was observed

6 
in 4-um-thick GaAs etalons, some critics questioned that carriers excited at the

entrance face would diffuse across the sample. However, recent measurements show that carriers can
diffuse tens of Vm.

7  
If a pixel separation of less that L00 Um is desired, it can be achieved in at least

two ways. One way is to define individual pixels by removing material between pixels by plasma etching or
by proton damaging the same material. In the latter case, the carriers would recombine in the damaged
inter-pixel material. A second method is to reduce the carrier lifetime within the pixel, possibly by
removing the top AIGaAs window leading to fast surface recombination or by proton damaging the entire
etalon leading to fast bulk recombination. Research on reducing the carrier lifetime without increasing
the operating powers is underway; if sucessful, it will remove the problem of crosstalk by diffusion as
well. Hope for success is based on the fact that the exciton lifetime at room temperature is
subpicosecond,' so reduction of the carrier lifetime from several ns to 100 ps or less need not
necessarily reduce the exciton lifetime.

Luminescence may also result in crosstalk between pixels. In an array defined by etching, light
diffraction perpendicular to the plane and the solid angle factor may make the crosstalk acceptably low.
If not, the inter-pixel space can be filled with an absorbing material.

Thermal problems do not have solutions as simple and straightforward as those for crosstalk
problems. Both bulk and superlattice etalons have shown optical bistability with less than 10 mW cw
incident. Crosstalk considerations above suggest that 10-wm separations are reasonable, resulting in
10

6 
pixels per cm'. If each pixel is illuminated by 10 mW and most of that light is absorbed in the pixel,

then 10 kW/cm' must be removed from the crystal. Heat removal of 100 W/cm, is common for electronics; I
kW!cm' is conceivable, but 10 kW/cm' is highly unlikely. Thus the separation must be increased or the duty
factor reduced to 0.1 or 0.01. For many applications, cw operation should not be needed. If the etalon is
used as an array of NOR gates,' for example, a logic decision can be made in I ps." The device is then
allowed to recover in total darkness; this requires 5 to 10 ns. If each logic operation can be performed
using I to 10 pJ per pixel, 10' pixels/ckm can be operated at 10 Mliz to 10 Mz to keep the thermal load
at 100 W/cm'. Recently we observed NOR gating in a GaAs superlattice (76A wells) with 5 to I contrast and
40 pJ absorbed in a "20 pm spot." Hopefully device improvements will result in lower energy dissipation.

A 10-MHz rate is, of course, exceedingly fast compared with the 10 to 100 Hz operation of the spatial
light modulators used in most current parallel optical processors.

Uniformity of thickness is needed so that the etalon's peak transmission frequency is independent of
position on the etalon. In the first GaAs devices a "very flat" device always had at least a one-order
thickness variation across a 1-mm-diameter-etched region. By using two extra stop layers, devices were
constructed with a small fraction of an order of variation."

2  
Reactive plasma etching promises even

flatter devices.'s So far, flatness has been limited by etching techniques rather than by growth
imperfections. Plasma etching is also attractive because it can produce almost vertical walls. Already
GaAs arrays have been etched on samples unsuitable for bistability: 5x5 mm' pixels separated by 10 pm and
[-m-diameter cylindrical pixels with 5-sm spacing.

ZnS AND ZnSe IN"ERFERENCE FILTERS

Karpushko and Sinitsyn"." were apparently the first to observe passive optical bistability in a
semiconductor using nonlinearities of the ZnS intermediate layer of a dielectric interference filter. The
shortest conceivable optical resonator would have a length of A/2n, .  These devices are almost that sholL,
having a nonlinear layer only X/n, thick, i.e., 0.22 um for their 514.5-nm filter. Using ZnS, they have
seen 10-ps switching times and 4kW/cm' switch-on intensities. At first we failed to reproduce those
values;"' our commercial 514.5-nm interference filter showed msec switching times and required about 6
kW/cm2. Also a -damage- effect shiftea the peak of the etalon's transmission, presumably because water
vapor was driven from the filter by heating; the vapor and peak returned gradually in several months.
This damage, which may have been associated with glue holding on a protective glass cover, is not seen in
new unprotected filters grown by the Thin Films Group at the University of Arizona. Furthermore <10 as
switching times and 50 kW/cm' intensities have been seen in the new filters.

There is still uncertainty about the origin of the optical nonlinearity. Karpushko and Sinitsyn"
attribute it to two-photon photorefraction which they state occurs in thin-film but not bulk material.
Our observations show that both the sign (positive) and response times of the nonlinearity are consistent
with a thermal effect. The fact that histabllity has been observed at 468, 514.5, and 632.8 nm using ZnS
filters points to a nonresonant mechanism. Preliminary results yield faster responses and lower powers
the shorter the wavelength. Perhaps further research will lead to lower powers and faster times.

Regardless of origin of the nonlinearity, the ZnS interference filters are attractive or parallel
operation. The thin films are produced by evaporation, a standard and relatively inexpensive technique
resulting in only a few-nm variation in the peak wavelength across a 5-cm-square filter. An array of 10'
spots with 10 mW per spot could run cw with no more than 100 W/cm' heat load on such a filter assuming
25% absorption. Of course, that would require 10 kW of optical power (at the etalon) and 2.5 kW of heat
to be removed.

. mm k.. mm~inmmm m mmmm|nm~m1,
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SUMMARY

GaAs etalons and ZnS interference filters are both attractive for multiple-beam nonlinear optical
signal processing. Clearly it is highly desirable to reduce the switching power and heat generated in each
pixel. Mea while the present values are low enough to pursue the other problems of generating multiple
beams and developing useful architectures.
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DISCUSSION

S.D.Smith, UK
Could you clarify the latest state of intensity required for the GaAs bistability and nonlinearity? David Miller said at
one point that he was getting a saturation ot the exciton at a much lower intensity (like 10 or I tl times lower) than the
intensity at which bistability was being observed, thus putting in some doubt whether the exciton reaflly had anything to
do with it at all.

Author's Reply
The bistability intensities, when we use large beam diameters in order to avoid carrier diffusion, are of the order of I to
3 kilowatts per square centimetre. 'he kinds of saturation intensities that he has measured and that we actually
measured at low temperature arc of the order of 1)00 or I 5( Aatts per sq. centimetrc. 'These arc somewhat different, but
there are a couple of things to remember. The saturation data were taken on-resonance; we are forced to operate off-
resonance. The other feature is that when one deduces as Iow as 1)1) watts per sq. centimetre one does an analysis to
conclude \ hat the plane wave value would be. In fact, people use (aussian beams if you look at this data, for example.
and just ask the simple question: here is absorption and it goes to a vcry low value: at what intensity does it fall to one
half of its value.' It's of the order of a ktlowatt per sq. ccntimetre. Basically if we take hi data it's perfectly consistent
with ours when we take into consideration the Gaussian profile and the fact that we operate off resonance. And so we
believe that the mechanism is excitonic. not that we care a great deal in the sense that it works, and we'll take whatcscr it
is: but one would like to understand why one can't do better in the sense that if one could get rid of background
absorption and come in closer. So we are trying to make that case tight and convincing in the sense of doing a careful job
of modelling of what our system really looks like, and then one can always hope that the model will lead to improvement
if one understands what the limitations are.

A.C.Walker. UK
Can we ask the question about the interference ftilters - we pointed out that we did not appear to see strong nonlinear
effects in purely zinc sulphide systems. You are seeing them: have you tried doing the rcsersc its we did and that is look
at a ZnSe device'?

Author's Reply
Yes, we've looked at ZnSe: we see bistability. and it is not very different from ZnS: but it takes a little bit higher powers
and the response times were a little bit slower at the wavelengths (632.8 nm) where we've operated. There are no
dramatic differences. I do not understand why you would not see it in zinc sulphide.

A.C.Walker, UK
We probably would if we went to higher intensities. I would say our experience is the reverse: that for some reason the
ZnSe seems to be the more nonlinear medium at this wavelength (514.5 nm).

Author's Reply
For ZnSe we've used a 632.8 nm interference filter with 3.7 tim FWIIM which showed 5) us switch-on and 75 ps
switch-off times with 76 kW/cm' intensity. A 514.5 nm ZnS interference filter with 5 nm bandwidth gave II Ks switch-
on and 2)0 R.s switch-off times with 70 kWicm'.

A.Miller, UK
All your work on GaAs has been done on MBE grown material. What's the prospect do yot think of using MOCVI)
grown materials'

Author's Reply
Good, I think. We're going to try an MOCVD sample, so hopefully we'll know before too long. I think the exciton
features are there. I think it's a question of whether you can make them flat enough so that you can see nice etalo efectls.

Unidentified speaker:
A quest for clarification rather than a question as I'm new to the subject, but why is the power per pixel constant rather
than the power density required for the effect. I would expect intuitively for it to be dependent on t.c po'%er dcsity.
Could you perhaps enlarge upon this'?

Author's Reply
When one takes an etalhn and takes a beam that's smaller than about 25 microns in diameter, as it,,ou focus the beai
more tightly you find that it takes essentially the same power. You might have guessed that it takes the same thrit\.i sto
when one changes that diameter by a factor of three instead of seeing a reduction of a factor of t in the required power
one finds it's almtst exactly the same. What we believe is happening is: when you focus tightly, the carriers (which
remove the exciton contribution to the index and give the index change) diffuse out rapidly to t larger diameter. When
you try to focus tightly you still fill up the same volume with the carriers. And sit in otrder to supply the same number of
carrier's per unit time for that volume it takes the same powe regardless o how lightly you focus. It you define a small



pixel so that the. cannot dittusc out to larer diameters then fine. but it .,n't g histahlc at all utile'' , .x u I Ocu, tghtl
cnough that Nou put all the power in to the pixel heaus ou 'Alt ill lOe them to InurlIC rec onbilitiloll. to 1)m hlat
littic region's point of view it can't tell the differencc whether they ditfus d out io large dtiameltc s r ., hcthcr lhc.
ccombincd at the surface. But you do get the tradeoff that it sisitehcs more rapidli rathcr than icing slo, aid still
requiring high power.



ALL-OPTICAL LOGIC GATES WITH EXTERNAL SWITCHING BY LASER AND INCOHERENT RADIATION
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Ssmma ry

Optically bistable, and related, devices have been demonstrated to exhibit input/output characteristics
which permit their use as all-optical logic elements and raise the possibility of all-optical signal
processing. External switching with both coherent and incoherent radiation has been demonstrated.

1. Introduction

Over the past few years there has been a rapid development in the use of optical techniques for commun-
ication and information processing. Most successful of these has been fibre-optics technology, now increas-
ingly penetrating communications networks throughout the world. Other optics based technologies, currently
being developed, include:

(i) acousto-optic devices (often in an integrated planar-waveguide format), for radar applications etc.;
(ii) Fourier optics techniques for image enhancement etc., and
(tii) nonlinear convolution or correlation systems, for pattern recognition etc.

These latter techniques all rely upon an analogue procesning approach.

A new technology is now emerging based around the phenomenon of optical bistability. This aims at
developing all optical digital techniques, equivalent to conventional digital electronics but taking
advantage of the ability of a single beam of light to carry independent information in a parallel manner.
Furthermore, with the processing rate of microelectronics rapidly becoming restricted by (RC limited)
communication times between logic gates, rather than gate switching times, an optical di,;ital processor
could achieve unprecedented data handling rates.

Optical Bistability

Optically bistable devices rely on some form of optical nonlinearity combined with a mechanism for
positive feedlack. The nonlinearity can be either absorptive or refractive while the feedback can be
provided by an optical cavity, the intrinsic properties of the material e.. thermal) or even the nature
ot the nonlinearity itself. These characteristics combine to give a rapid switch in transmission and/cr
reflection at a critical input irradiance with, if truly bistable, hysteresis between the switch 'on' and
switch 'off' irradiance levels. For this phenoenon to be exploited within the field of information
processing, compact solid-state devices operating at low powers are essential. These wero successfully
dimonstrated in 197c by two groups, working independintly, at Heriot-Watt University using TnSb (1) and
at Bell Laboratories with (GaAs (2) (see Smith et al., paper 1, ibid.).

InSb is a particularly useful material in that bistable devices cai be made which may be held long-
term in either state, thus successfully ix, mitting] the demonstration of a range of logic operut isos laso
upon the two possible out- it levels. This contrasts with GaAs in which, as a result of the ratio of not-
linearity to absorption being cnsiderably smaller, damaging thermal effects arise due to the hoher -ocer
loarings required.

All-optical Logic

An input-<transmitted) output characteristic exhibiting optical bistability is shown in Fil. 1, 1-1,
a-s indicated, it can be seen to act as a memory element. By adjusting the initial detuning from resonn o
-f the device, the curves in Figs. ib, c and d can be obtained. These single valued characteristics can
form the basis of a variety of logic gates. Fig. lb shows how a single element can act as either an ARC
r an OR iate, depending on the initial bias condition. (Inverted outputs, giving NAND or NOR log1ic
erat ons, are obtained from the reflected signal) . In addition amplifier and limiter acticn ca:: be

data ied as in Figs. ic and Id.

We have demonstrated all these modes of operation using InSb etalons, cooled to 8i K and i I luiinated
!,y mill iwatt power Co laser radiation (1.5 in) (3). This includes slignal amplification in the transphasor

,raton mo,.e of over 10
4  

Recently two bistable elements, spaced 0.5 mma apart on a single InSh ohip,
,ve bnee' linked to form a simple optical circuit. Fig. 2 shows the basic layout (lower left). Roth

-n operated iii reflection and exhibited the input/output characteristics shown (t,, . the
, n fron alt1 was direct id at ;ate 2, which was already biased close to the switch sci, ,:'

.t f-t' thti- -cond gate is plot ted against the input to the first (lower right) . This overall
s ;iv-n apropriit , 1 iisinq of the input 'tate, demonstrates an XNOP logi( tuoct-i-; wh I:e

,- then actinq a:i an NOR gate.

ir, r7. wi' I .in with con,,rent ilight

[ow:%,' .t il thes n ,logic devices with 5.5 ;;m .q als a nusber of :t,:i.i ii;:, wayc

:,1" :, ' ' -1i e,) y d, while still retaining the CO laser output is the, holding beam. In prin li I"
,!:-n.r 'a th.e I atdalg will generate free carriers art, initiate switching as a

r 1 , fi ; r, a r, t* ,y- i odex chanoe. We have successful ly used 1 . ) im ( lasoit I l c,
.. M41 , N ., . 1 1,, I .04, m N I :YA(; la er) rad iat ion in th is manne r (Sm ith e t a l. ( 111 I t lh

,, -eriita)ly 7' that such logic devi ces can be swit-hel asInI- ,] r ic-
I I at

, 
1: t: as a single pulse detector. The device remains switched iit tie

i id,!] , -am is i-mt'rr:r,ted. Switching -neriesi of the order of u sinotl



been recorded and it can be inferred that, since the refractive nonlinearity can be arbitrarily fast
according to the rate of excitation, the switch-up speed will be limited only by the build-up time for
the optical field in the resonator cavity. With a thickness of the order of l0o km this is of the orier
of a few picoseconds.

External Switching with Incoherent Liht

T, take full advantage of the parallel processino potential of an all-optical computer, it is important
that direct address with visible images be possible. We have demonstrated that a simple camera-flash

directed from outside the cryostat onto a bistable InSb element, will cause it to switch onto resonance.

The external white-light switching pulses were incident on the back face of the crystal. They were
grenerated by a photographic flash unit (Sunpak 3600) and dynamically monitored by a Si-photodiode (Fig. 3)
A typical (reflection) characteristic is shown in Fig. 4 for an InSb etalon with L = 260 pm. In the input
power range .17 - 51 mW the device had two possible output states. Firing the flash unit caused the
resonator to switch from off to on resonance (see Fig. 5).

A critical flash intensity of 39 W/=
2 
was required when the device was biased with 50 mW (I mW before

switch-on point). Assuming a relaxation time of % 100 ns for carriers introduced in this manner (5), an
e-ffective external energy of 1 nJ is calculated as that required to switch the etalon. The total energy
involved in switching the etalon should also include that provided by the CO laser during this time. This
total energy is comparable to that observed in other examples of external switching of intrinsic bistable
systems by Carng et al. (6) and in the I Iim experiments described in the previous section, Seaton et al.

Concurrent with this electronic effect is a thermal one. The absorbed pulse heats the sample. This
causes a decrease in the energy gap (d/dT = 2 cm-i/K at 80 K (7)). Consequently, the refractive index
increases (Cardona (8) , dn/dT = 6 x l0-

4
) as does both the nonlinear refractive index and the linear

absorption coefficient (these changes can be estimated from Miller et al. (9)). The total effect of all
three parameters on the input/output characteristic is shown by Fig. 6. Clearly the increase in linear
refractive index is dominant in a sample of thickness 260 iM. However, in a thinner sample (. = 98 pm)

the nonlinear part of the characteristic is shifted toward the origin suggesting that the increase in non-
linear refractive index is dominant.

Shifts of this type can be caused by the heating effect of the flashlamp pulse. For example, Fig. 7
shows that the absorption of 3 mJ/cm

2 
(sufficient to raise the temperature 5- 2

0
K) causes switching of the

260 m thick device from on to off resonance. That this is a purely thermal effect is concluded from the
dependence of the switching point upon only the energy absorbed rather than flash intensity. The -98 ',n
thick cavity was also switched using this effect. However, in this case the thermal effect causes the

otalon to switch from off to on resonance.

C. Visible Light Bistabilit1

An alternative approach is to operate directly with visible radiation. We have recently demonstrate
that a multi-layer thin-film interference filter, based on a ZnSe spacer, can give a bistable transmission
characteristic (at room temperature) when illuminated with a 35 mW argon-ion laser (514 nm). A mean

irradiance of 250 W cm
- 2 

is required for switching within the 120 Lim diameter focal spot and it responds
in a few milliseconds. These figures are consistent with the underlying nonlinearity being thermal in
nature. Separate switching by a small additional 514 nm wavelength beam has also been demonstrated.

Thin-film interference filters are particularly attractive as optically bistable or nonlinear devices
as their production technology is now well established and large area uniform components can be readily
fabricated. Thus two dimensional arrays of all-optical logic elements and novel display devices are
imrnqst the possibilities that could be developed in this manner.

Conclusions

Nonlinear Fabry-Perct etalons, with bistable or stepped characteristic, have been shown to act as
loxgic jates and hence provide a basis for all-optical digital computing. Our experimental studies have
demonstrated coupling of these gates, a range of external switching possibilities and both infrare i and
visible wavelength operation. These successfully show at the simplest level, the feasibility of this
onept. The infrared carrier wavelength and processing system could readily utilise an array of lt'

4

,lmernts in I cm
2 

of InSb which, switching in 1 100 Ins, implies a data- rate of loll bits/sec. A total
input power of the order 1 W would not all be dissipated in the dtvicc. In practice other operating
wavelengths, and hence materials, will be necessary to ensure full exploitation of these techniques.
With the rapidly expanding data communication rates permitted by fibre-optic networks the advantages of
ising wide-band all-optical processing techniques in the link interfaces could he considerable. Similarly,
all-optical processing of visual information could prove extrem'ly effici,!nt in, for exam~le, ri-lotins
Iapt l mcat ion s.
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DISCUSSION

J.E.Carroll, UK
Bearing in mind that the nonlinearity is caused by a tensor susceptibility does the off axis or the different axis of address
and bias reduce the efficiency?

Author's Reply
The nonlinearities employed in this work are controlled by the third-order nonlinear susceptibility which, unlike the
second-order susceptibility, does not require the use of low-symmetry crystals, InSb has a cubic structure, i.e. high
symmetry, and our ZnSe thermally evaporated films may have a structure approaching amorphous. Anisotropic effects
would not be expected in the experiments we're performing.

H.M.Gibbs, US
What are your switch-on and switch-off times in zinc selenide?

Author's Reply
I missed a viewgraph. Thank you very much. Well there're some simple experiments which we did which just involved
ramping the power up slowly and seeing what the switch time looked like. The spot sizes were perhaps large compared
with what you might be using. For 100 micron spots, switch-on is about 0.5 ms and switch-off about I ms. For 30-pIn
diameter, they are 150 and 400 ps, respectively. So, as I say. this is the response to just a slow ramp in power up or
down in the hundred microsecon-d region. Clearly if you apply a high peaked power pulse in a short time, it would
switch off much sooner.
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INTEGRATED ELECTROOPTICAL COMPONENTS USING DIELECTRIC SUBSTRATES

M. PAPUCHON, Y. BOURBIN, S. VATOUX, C. PUECH

THOMSON-CSF Laboratoire Central de Recherches
Domaine de Corbeville, B.P 10

91401 ORSAY FRANCE

ABSTRACT

Since the beginning of integrated optics many electrooptical devices have been demonstrated in a waveguide form.
In fact high performances components were obtained using dielectric material as substrates and in particular using
ferroelectric LiNbO3 crystals.

After a brief review on the different configurations which have been used to obtain modulators and switches recent
progresses will be presented. In addition the use of these electrooptical devices in optoelectronic feed back loops will be
described. In particular experiments realized using interferometric modulators have shown the interesting properties of
such configurations for optical comparison, linearization of the response of the modulator and differential amplification.
Remote control of an electrooptical directional coupler will also be described. Then the use of an optical comparator in a
channel of an A/D electrooptical converter will be presented.

I - INTRODUCTION

Integrated optics technology have led to the demonstration of many basic miniature optical components. This is
particularly true for the active devices based on the electrooptical effect which gave rise to very high performance
devices. As examples it is sufficient to recall that the use of highly electrooptic substrates like LiNbO , together with the
special geometry of integrated optics permitted to obtain very low drive voltage modulators or switcIges (1, 2, 3, 4) with
bandwith practically only limited by electrode design problem.

It is then very attractive to consider these devices as basic elements to realize bistability experiments using
optoelectronic external feed back loops. This circuits are to be considered as extrinsic bistable devices compared to
intrinsic one where a "direct" optical non linearity is used (Kerr effect for example).

It is well known that, to be able to build a bistable element it is sufficient that a device has an optical output/input
transfer function which is non linear with respect to a certain parameter. This remark permits to use pratically all the
electrooptical integrated circuit configurations which have been demonstrated to date.

To illustrate this we first describe some of our experiments in bistability using an electrooptic integrated
interferometer and a directional coupler switch. Then we will give an example of the use of a bistable device as an optical
comparator in an analog to digital converter channel. All the circuits describ here will be realized using Ti indiffusion in
LiNbO3

11 - INTERFEROMETER WITH FEED BACK

The basic configuration of the device is the standart one and is shown in Fig. I. All the waveguides are single mode
and the electrooptical effect is used to induce phase shifts between the two arms of the Mach Zehnder device. The
response of the modulator is a sinusoidal function of the applied voltage (two wave interferometer) and so is suitable for
the observation of bistability effects.

As a basic experiment (Fig. 2) a part of the output light is detected, and the corresponding signal, after an eventual
amplification is applied to one of the electrodes of the circuit. A bias voltage is applied to the other electrode to be able
to tune the working point of the modulator. The out put of the device is then recorded as a function of the input light
intensity for various bias condition. The results are shown on the photograph in Fig. 3. For certain bias voltages the
response of the device exhibits the well known hysteresis behavior which is typical of bistable operation. As the modulator
response is periodical the same type of response is obtained when the bias voltage increment corresponds to a phase shift
of 2 . With such response curve it is clear that many interesting functions can be performed : optical memory, pulse
shaping, differential amplification ..

An example of pulse shaping is shown in Fig. 4. The top trace corresponds to the light input signal and the bottom
one to the output of the device when it is biaised near the working point corresponding to V = IV of Fig. 3.

Another interesting feature is the differential amplifier capability. The basic experiment is shown in Fig. 5. The set
up comprises the bistable modulator and an optical source (LED in this case) the output of which is sent to the detector.
The experimental results are summarized in Fig. 6. When the laser is switched off the signal intensity corresponding to the
LED is seen to be 40 mV (Top photograph). When the laser is switched on the small signal from the LED is able to switch
on the bistable device leading to an output signal around 2 volts (bottom photograph).

The interferometer is not the only device which can be used for bistability experiments, an example of the use of a
directional coupler switch is given in the following section.

i('3 I
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III - THE BISTABLE SWITCH

Another device which is usefull in integrated optics is the directional coupler switch. Without entering into the
detailed description of the circuit it is sufficient to say that it is a four port device the output of which can be switched
via the electrooptical effect through electrical signals applied to control electrodes. The basic experimental configuration
is similar to the preceding one (Fig. 7). The light from a laser is coupled in to one of the input part of the switch. Part of
the light coming out from one of the ouput port of the device is detected and fed back to the control electrodes (A bias
signal can be applied to the switch).

By varying the incident light intensity and by adjusting the bias point of the circuit response curves similar to those
shown in the preceding section can be observed. A typical example of these is shown in the photograph of the Fig. 8. The
two traces correspond to the two output ports of the switch (vertical axis : output intensity) when the incident light
intensity is varied (horizontal axis). Clearly the bistable switching effect is obtained in this case leading to interesting
possibilities : for example the output port can be determined by the incident light itself leading to a remotely controlled
optical switch (5, 6).

As a last example of our work in extrinsic bistability the use of the bistable device as an optical comparator
included in an optical A/D converter channel is described in the following.

IV - A/D CONVERTOR CHANNEL WITH AN OPTICAL COMPARATOR

Integrated optics offers interesting possibilities in optical signal processing. In particular, by using the periodical
response of the Mach Zehnder amplitude modulator to an applied voltage, configurations for electrooptical analog to
digital conversion have been proposed (7). The main idea is to realize N interferometers on the same substrate with
electrode lengths equal to L, 2L, 4L ... The electrical signal to be digitized is fed to all modulators in parallel. It can be
shown that, a parallel digital word corresponding to the analog input can be obtained at the outputs of the device if
electrical outputs from the detectors pass through comparators which decide if the level is above or below 50 % optical
transmission level of the modulators. In this system the laser source is pulsed to sample optically the signal. Holding is not
necessary as the conversion time is at the limit given by the transit time of the light in the circuit. Optical comparators
can be used instead of the electronic ones this can be achieved by connecting two electrooptic interferometers in a serial
way. The second one is used to compare the light intensity coming from the first one and to decide if the level is above or
below a predetermined optical threshold.

This experiment has been performed in our laboratory using two Mach Zehnder interferometers connected in series.
The light from a semiconductor laser is pulsed at the sampling rate of the A/D channel and the signal to be digitized is
applied to the first modulator. The second modulator is inserted in a feed back loop the input light being the output of the
first one.

The photographs of the figure 9 show a typical result. The top one corresponds to the output of the laser when pulsed
at 100 KHz. The middle one is the output of the first modulator when a symetric sawtooth voltage is applied to it with a
peak to peak voltage equal to Vw . We recognize the sinusoidal response of the interferometer.

The bottom photograph corresponds to the output of the optical comparator when it is biased to a threshold value of
50 % of the maximum input signal.

Photographs of Fig. 10 show the same kind of results with sampling frequencies of 150 kHz (top photograph) and
1 MHz (Bottom photograph).

V - CONCLUSION

We have given here some examples fo extrinsic bistability obtained on our laboratory using integrated optic
electrooptic devices. First we started by using a Mach Zehnder Interferometer/modulator in a feed back loop. Various kind
of functions can be obtained : optical memory effect, pulse shaping, differential amplification ... Then the directional
coupler is shown to be also suitable for these experiemnts leading to interesting possibilities like remotely controlled
switches. At last the bistable interferometer is used as an optical comparator in one channel of an electrooptical analog
to digital converter.

The authors thank 3.M. ARNOUX, A. ENARD, 0. PAPILLON and M. WERNER for technical assistance.

These studies have been partly supported by DRET and ESA.
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variations for different devices (eg the curved output guides of a rib waveguide directional
coupler may require extra etching to increase confinement (17)).

The inclusion of a laser on the chip considerably increases its usefulness. Discrete
semiconductor lasers have cleaved facets acting as mirrors, and this is not really compatible
with integration. However, there are other methods for making semiconductor lasers which do
not involve conventional cleaving, and some of these are more suited to integration.

(i) Etched facets. High quality facets have been obtained using etching techniques (86), but
there will always be problems in coupling the output from an etched facet laser to a
monolithically integrated optical waveguide. Fresnel reflections are the main difficulty, -
reflection loss will limit the coupling efficiency, and the reflected light will cause
spectral fluctuations. However, when a laser needs to be coupled to an external guide (fibre),
or when a low coupling efficiency can be tolerated in an integrated circuit (eg coupling to a
monitor photodetector) etched facets may be useful.

(ii) Micro-cleaved facets. In this technique, the active layer is exposed as a cantilever by
selective etching, and then removed ultrasonically. Very low threshold current lasers have
been obtained by this method (87). They have the same features as etched facet lasers for
monolithic coupling to waveguides.

(iii) Ring laser (88). In principle this is a highly integrable laser, but it requires an
output coupler. The problem of achieving a ring structure with sufficiently small radius of
curvature (<100m) such that threshold currents are low together with achieving low radiation
loss from the curved waveguide is a major limitation to this method

(iv) Distributed Feedback (DFB) laser (89). In this device a grating is incorporated in or
near the active region of the laser; this acts as a distributed reflector and mirrors are not
required. Although the technology for making these complex devices (the grating period needs
to be of the order of 0.2514m) is becoming reasonably well established, a difficulty arises if
one wants to integrate the laser with a waveguide. This is because the laser active region,
although transparent when pumped, is absorbing outside the gain region. Thus a more complex
structure is needed. Fig 4 shows a simple approach in which the basic three layer DFB
structure is grown, prior to etching and subsequent growth of a p InP layer over the whole
structure. The lower InGaAsP laser confining layer becomes the waveguide layer, and proton
isolation could be used to isolate electrically the waveguide from the laser. In this simple
structure, the overlap between the optical fields is not optimum, but improved structures may
be envisaged - although they will require even more complex epitaxial growth.

DFB LASER Waveguide
+ve bias
metal lisat ion proton

p-I nP
X=13pm p-InGaAsP_
X=1.5jm p-InGaAs P n-Inp

S=1.30m n-InCaAsP 
*= 1.3pm

optical field
optical field

n-InP substrate

PIG 4 A scheme for integrating a DFB laser with a waveguide

(v) Distributed Bragg Reflector (DBR) (90). The structure can be similar the the DFB, but the
gratings are positioned outside the gain region in the waveguide layers.

It is the latter two techniques that have received most attention - devices with gratings
Incorporated have advantages as discrete devices because they operate with a single
longitudinal mode. The DFB is probably the easiest to make - and can also be considerably
shorter.

Aiki et al (91) integrated 6 GaAIAs/GaAs DFB lasers of different wavelengths onto a single
chip, using waveguides to combine the signals into one output waveguide. The overall
efficiency was poor, but this is the most ambitious demonstration of the integrated optics
concept. Mertz et al (92) have coupled etched-facet lasers to detectors via Itraight and
curved waveguides, and although losses were once again rather high, these circuits do
demonstrate the feasibility of such integration, and with improved designs and fabrication
techniques, better performance should be possible.

Although there has been limited work on the integration of lasers and waveguides, there has
been very significant progress in integrating electronic devices with lasers. In one



applications, but could be important if the incident optical power is limited, such as in
telecommunications applications. In principle, however, it should be possible to combine a
short lifetime with a reasonable mobility, and this must be a technological challenge for the
future. Past photoconductive detectors have been made in GaAs (58), and InP (69), with
response times typically less than 50ps.

This approach is particularly attractive, because a photoconductor is an extremely simple
structure (merely an optically-sensitive resistor) and it should be possible to integrate
these with great ease. However, other detectors may be suitable. In particular, a GaAs
Schottky device with a response time of 5.4ps and a bandwidth of 100GHz has been demonstrated
(70) and InGaAs/InP PIN diodes have shown response times of 30ps (71). These devices are more
complex than the photoconductor, and require epitaxial layers. However, they may give
advantages in responsivity and sensitivity.

7 NOVEL STRUCTURES

The development of MBE (molecular beam epitaxy) and MO-VPE (metallorganic vapour phase
epitaxy) which can controllably produce very uniform multilayer structures of thicknesses
from a few atomic layers to several microns, has allowed the fabrication of several novel
structures which are likely to facilitate the development of optical circuits.

The quantum well (QW) structure (72) consists of a narrow bandgap layer sandwiched between
wider0 bandgap layers, the narrow layer having a thickness less than the de Broglie length
(-100A), so that carriers are confined to two-dimensional motion. This results in the density
of allowed states becoming a staircase function, bounded by the parabolic curve for bulk
material. This, and other differences, influence a large number of the fundamental properties
of the material such as the gain and absorption spectra, transport properties and various non-
linear effects. Often, many quantum wells are stacked together (multi quantum wells, MQWs) to
enhance these effects.

A variant on the MQW is the strained layer superlattice (SLS) (73). In conventional epitaxy,
all the layers are usually grown lattice-matched to the substrate to prevent strain and
dislocations. In strained layer superlattices the restriction that all the layers must be
lattice-matched is relaxed, but the layer thicknesses and mismatches are controlled so that
the overall strain is minimised or nulled such that the individual strains are kept below the
critical value at which defect formation would occur. SLSs are often, but not always, IQWs,
and thus have all their benefits, but additionally offer a greater degree of flexibility on
the choice of compositions that may be grown on a given substrate. Perhaps more significantly,
they add an extra degree of freedom which could be used to optimise the properties of the
effective band structure of the composite material. Details of the conduction band and
valence band edge might be changed, and also effective masses and thus transport properties.
Additionally, the band structure can become sufficiently distorted by the local strain, that
direct bandgap superlattices can be made using indirect bandgap constituents (eg GaAsP on
GaP) (74).

QW structures in GaAIAs/GaAs have already been used to demonstrate lasers with reduced
threshold currents (75), reduced and thickness controlled lasing wavelengths (77), sharper
gain spectra (76), and are expected to show other benefits (78-80). However, because of the

effects of non-radiative recombination, particularly Auger recombination (81), it is not
clear yet how many of these benefits will transfer to other materials systems, particularly
those for longer wavelength applications, where Auger recombination is more important. The
enhanced gain in MQW lasers will allow reduced current operation, thus lower thermal
dissipation, and allowing the possibility of integrating a large number of lasers on one chip.
Threshold currents of only a few mA have already been demonstrated, and further reductions are
possible. Another major benefit of MQW structures is enhanced non-linear effects as discussed
in section 5.

Superlattices in which there are periodic doping, rather than compositional variations, (the
nipi superlattice (82)), offer a new range of tunable properties including optical gain (83).
The tunability, and the fact that the gain operates below the band edge could result in a
simpler technology for integrating lasers and waveguides, as well as matching emission
wavelengths to particular resonances for non-linear devices, or in matching local oscillator
and signal oscillator frequencies for coherent optical systems (84).

Thin epilayers have also allowed the development of new electronic devices, for example the
use of a two-dimensional electron gas in the high electron mobility transistor (HEMT) (85).
This should benefit integrated optics because of its improved integrability and performance.

8 INTEGRATION

Semiconductor optical integrated circuits offer the possibility not only of a wide range of

optical processing functions, but also opto-electronlc and electronic devices on the same

chip. The technology to realise these concepts appears formidable at present (see section 9),
but progress is rapid, and a start at demonstrating limited degrees of integration has been
made.

To date, the passive and electro-optic features have only been developed to the 'building
block' phase. More advanced components such as star couplers, matrix switches, A-D converters
and others as demonstrated in LiNbO 3 have not been made in semiconductors yet, although with
recent Improvements in epitaxial techniques and the fabrication of relatively low-loss, low
voltage waveguide devices recently, progress could be rapid. In many cases a single epitaxial
layer structure could be used, perhaps a variant on fig 2, but with slight processing
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This pulse actually consists of many external cavity modes locked in phase, and the Fourier
transform of such a composite waveform is a train of pulses of width approximately tr/N and
period tr - N is the number of modes locked together. With a typical gain width of 100nm at
1.55go, pulses as short as 30fs could, in principle, be generated if mode locking occurs over
the whole spectrum. In practice, unwanted sub-cavity modes and, ultimately, dispersion
prevent this. Bandwidth limited (ATx6v-0.36) pulses of 16ps have been obtained (58). The
external cavity needs to be quite long (several cm) to allow conveniently low pulse
frequencies, and in one case (65) a SELPOC resonator has been used as the cavity. Active
modelocking using semiconductor lasers has also been demonstrated by driving the laser cw and
using an optical switch within the external cavity. Using an InGaAsP/InP laser with a LiNbO3
travelling-wave modulator, pulses of 

22
ps have been generated at 7.2GHz (36).

In passive modelocking, a laser with a region of saturable absorption, is placed in an
external cavity and driven with a dc bias only. Although the mechanism is not completely
understood yet, the evolution of picosecond pulses can be considered as follows (59); if the
light intensity exceeds a critical value it can saturate the absorber so that the most intense
light sees gain on both passes through the semiconductor. The gain will become depleted, thus
truncating the light pulse, but the absorber bleaches more rapidly than the gain depletes
providing a short period of net gain. This process will continue during each round trip with
the pulse gaining in amplitude but shrinking in width until it is limited by dispersion. Van
der Ziel (59) obtained 0.65ps pulses, which was consistent with dispersion limitations. These
broadened to 20ps bandwidth limited pulses when an etalon was introduced. The exact
properties of the saturable absorber are rather important, and most of the work seems to have
been carried out with degraded or damaged semiconductor material. However, by using a
semiconductor laser with a split electrode configuration (64) the amount of saturable
absorption may be controlled reasonably well.

There has been a large number of publications describing lasers which unintentionally produce
sub-nanosecond pulse trains at rates between 0.1 and IGHz when driven with a dc current. There
are probably several different ways in which this behaviour could arise, eg saturable
absorbers, deep traps or non-uniform excitation in the active layer. As, at present, these
effects are uncontrolled, they will not be considered as useful sources of picosecond pulses.

Picosecond pulses can also be obtained by optically modulating the output of a cw laser. Using
a comb-generator driven interferometric travelling-wave LiNbO3 modulator, pulses of 45ps have
been achieved (60), and 47ps has been demonstrated using a LiNbO3 travelling-wave directional
coupler (66). Using a standing wave resonator to avoid the limitations set by the differing
microwave and optical propagation velocities in LiNbO3 , pulses of 19ps at 20GHz have been
produced (67). However, being a resonant structure this type of device will only operate
within a small range of pulse frequencies near the resonance. As mentioned earlier,
semiconductor travelling wave devices may allow higher repetition rates and shorter pulses.
Short pulses can also be generated by overdriving optical modulators (61,62) but all these
methods have the disadvantage of dissipating the unwanted energy. Thus the output energy per
pulse is likely to be rather small.

It is clear that there are several methods of obtaining pulses from 0.5 to 50ps from
semiconductor devices at frequencies of 105 to 1 0

10Hz. Some of these methods, in particular
modelocking, Q switching and gain switching, are capable of high peak powers which will be
useful for non-linear applications. Although these methods are useful for providing discrete
optical pulse generators, their usefulness, particularly for optical logic, picosecond
sampling and optical communications will be considerably enhanced with monolithic
integration. In principle, lasers may be integrated (see section 8) either by using on-chip
facet techniques, or by using gratings, so it should be possible to realise these pulse
generators in integrated form. The integration of techniques 1,3,5 and 6 in table 2 is
conceptually easy, but for modelocking a relatively long external cavity is required,
together with some form of bandwidth restriction. One approach would be to use a DFB laser,
which would act as the source and a method of controlling the bandwidth, with an integrated
low loss waveguide as the cavity. A long cavity will be needed if relatively low pulse
repetition rates are required (5cm in a semiconductor corresponds to a repetition rate of
about IGHz). Long waveguides may be realised using curved sections to increase the packing
density. Clearly there will be considerably less problems at the higher bit rates where cavity
lengths may be shorter. Dispersion could be the dominant limitation to short pulses in such
structures.

6.2 Pulse detection

As well as optical pulse generation, it may be necessary to convert fast optical pulses to
electrical pulses in a semiconductor integrated optical circuit. Ideally, of course, it would
be desirable to avoid completely the need for high speed electrical pulses - is the various
optical processing stages should ultimately provide an electrical output at a low speed which
could be handled relatively easily. Indeed, the transmission of picosecond electrical pulses
without crosstalk and other forms of corruption is a major problem in its own right, and one of
the reasons why optics is so attractive for high speed applications. It would appear, however,
that elements for detecting picosecond optical pulses will not be as difficult to make as
those to provide the pulses in the first place, and their integration should be relatively
easy.

The most studied detector for ultra-fast pulses is the photoconductor. The speed of these
devices is determined by the carrier lifetime, which is influenced by recombination in the
bulk or at interfaces, surfaces or contacts. Photoconductors can show gain, and thus high
responsivities, but the methods of reducing lifetime often employed, (eg proton damage),
usually reduce the mobility and thus the gain. This might not be a problem for many
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pulse width limit . pulse rate comments
(ps) (ps) (Hz)

1 Gain switching h2 :
- pulsed 5r 3 ph :0 ingle -2xl0 9: simple,
- sinusoidal 30 (2L/c) 1 1010 on demand pulses,

.1od30 -multimode or
* . single mode

2 Optically I 10 9
2umpticay ph 0very short cavity
pumped gain *. Ph (few M) usually
switching with high

reflectivity,
tunable using

thickness variation

3Qwichng-14 Txl9-switching 3x1- loss and gain
(is loss 1.2xl010 regions may be

switching) . integrated,
on demand, high
power pulses

4 Modelocking 1 periodic,
-active 53 :(gainwidth) needs high quality

-passive.56 suabext cavity ( very
-passive .sub psec good ar coatings),

integrated external
cavity demonstrated

5 Self pulsation 20 - 100 10 - 109 poorly understood
and uncontrollable

6 Optically 19 109 - 10 1 conceptually very
switched cw easy to integrate,
optical input low peak power

TABLE 2 Different methods of obtaining picosecond pulses from semiconductors

demonstrated with both GaAlAs and InGaAsP lasers, using avalanche transistors, step recovery
diodes and rf drive. Pulses as short as l5ps have been obtained, and shorter pulses predicted
(53). For methods where the electrical pulses are available on demand, the optical pulses will
also be available on demand - although some patterning will arise for pulses closer than the
recombination time (a few no). The output pulse of such lasers is spectrally impure, having
many longitudinal modes, but this can be overcome by using external cavity mode selection
methods such as a grating (54) or possibly by switching a DB laser. The ultimate aim would be
for Fourier transform limited linewidth / pulsewidth products. One of the advantages of such
gain switching is the very high peak powers that can be obtained ( 80 - 20,000mow ), although it
is unlikely that mean powers would exceed typical cw laser power capabilities.

The gain switching may also be obtained by optical excitation, and this method has been
investigated extensively with platelet or film lasers in which a thin layer of semiconductor
(2-2OAm thick) is placed between two reflectors and excited by picosecond optical pulses from
a mode-locked non-semiconductor laser. The gain width can be very broad (several kT), but with
only one Fabry-Perot mode falling within this gain width, single longitudinal mode emission
is obtained. By using wedge shaped samples, the wavelength of the mode can be tuned over the
whole gain width (55), and by using the appropriate bandgap semiconductor, a very wide range
of wavelengths may be produced.

In the Q switched method (56), a gain and switchable loss mechanism are incorporated within
the cavity. The gain region is driven hard to a large value of gain, but lasing is prevented by
the lousy region. If this loss is now decreased, a lasing pulse will build up very rapidly.
This pulse will terminate itself by the rapid depletion of the gain. The loss region should
return to a high loss state before the gain can build up. Both the gain and loss regions have
been integrated on the same chip (63) by using split electrode configurations. Pulses of (40ps
(detector limited) at a repetition rate of 14GHz were obtained using an InGaAsP/InP
structure. Peak powers of several hundred milliwatte should be obtained using this method.

In active mode locking (57) a semiconductor laser with one perfectly anti-reflection coated
facet is placed in an external cavity. The laser is modulated with a sinusoidal rf or pulse
train having a modulation period equal to the photon round trip time (tr). The emitted pulses
see gain on arrival at the laser, and the peak sees the highest gain thus sharpening the pulse.



5 NON-LINEAR AND BISTABLP ELEMMT

A range of devices employing non-linear processes may be envisaged. In particular, in the same
way that the whole of electronics is based on non- linear electronic devices, a similar family
of optical devices may eventually have applications.

Non-linear optical effects are caused by the non-linear polarisation of the medium through
which the optical wave is propagating. Various non-linear effects corresponding to the
different order susceptibility terms have been investigated in a variety of materials.
Although the second order susceptibility term ( responsible for second harmonic generation,
parametric oscillation and amplification ) can be quite large for semiconductors compared
with other materials (40), most of the work on II-V semiconductors has concentrated on the
third order susceptibility (X( 3 )). This gives rise to an intensity dependent refractive index
which is particularly relevant to optical logic applications. Optical bistability (OB) may be
obtained if a material with an intensity dependent refractive index is placed in a suitably
designed Pabry-Perot cavity (41). The value of X(

3
) in I I I-V semiconductors using wavelengths

well away from the band edge ( the non-resonant case) is extremely small, and will not be
particularly useful because extremely high powers will be needed, even with the small active
volumes offered by waveguide structures. Moat of the work on OB has involved working near an
absorption resonance. Under these circumstances X(

3
) can be enhanced quite dramatically. OB

associated with resonant effects has been observed in GaAs (42), GaAs/GaAIAs multi quantum
well structures (43 ), IeAs (44 ), and InSb (45). In the latter material, a range of optical
logic elements have been demonstrated including AND and OR gates, and a *transphasor., the
optical analogue of a transistor. The power density for operation of some of these InSb
devices has been extremely low (10W/cm

2 
at a temperature -77K). However, InSb is probably not

the optimum semiconductor material for OB devices; there are no ternary or quaternary
compounds which can be grown epitaxially on InSb for an optimum waveguide structure and/or the
integration of other optical and electronic components. In addition, the band-gap is probably
too narrow for use at useful wavelengths at room temperature. However, the work on InSb has
demonstrated that devices employing OB are certainly feasible.

Whereas the non-linearities in InSb are due to effects associated with transitions between
conduction and valence band edges, those in GaAs are thought to be associated with exciton
states. The preliminary work on simple GaAlAs/GaAs/GaAlAs etalons showed bistability at low
temperatures, but not near room temperature where the exciton binding energy becomes
comparable with kT. However, OB has been demonstrated at room temperature in GaAs/GaAlAs
superlattices - the exciton binding energy being increased in such structures. Although
power densities are quite high (10

5
W/cm

2
), scaling to waveguide dimensions indicates that

power levels will be well within those available from semiconductor lasers. In fact
semiconductors with appropriate focussing have been used to demonstrate OB at room
temperature in the superlattice structures (46).

A major problem with the operation of these devices at present is their speed. The x(
3
)
-

induced 03 depends on carrier dynamics, and the turn off-time depends on the carrier
recombination time (a few nsec in normal material at room temperature). Although this could be
reduced by modifying the material appropriately, eg introducing fast recombination centres,
the switching power would then be compromised. Indeed, it seems there will be a trade off
between switching power and speed, and more work is needed to establish how favourable this is
for device operation - especially waveguide devices.

An alternative approach to obtaining bistable effects is to use a hybrid arrangement (51). The
optical output from a Fabry-Perot cavity is detected, and used to generate a voltage which
varies the refractive index within the cavity by the electro-optic effect. This sort of
feedback system allows a non-linear light input / light output relationship, hysteresis and
OB. The electronics can have gain, so very little power is needed to demonstrate OB, and the
cavity medium need not have an intensity dependent refractive index. The speed of such devices
is limited by that of the electronics. As one of the major benefits of optical logic in its
potential for ultra-high speed, this hybrid approach may not be the most attractive option in
the long term. The ability to integrate all the optical and electronic elements on one chip
could, however, be very useful.

6 PICOSECOND PULSE TECHNIQUES

6.1 Pulse generation

There has been considerable interest in generating very short optical pulses, either as a
repetitive sequence, or 'on demand' (is with variable pulse separation), for a wide variety of
applications including fast optical signal processing, picosecond spectroscopy, sampling and
optical communications. Semiconductor lasers have been used in a variety of configurations to
produce such pulses (see table 2) and can have the merits of compactness, easy operation, high
repetition rates (many GHz), tunability and a wide range of wavelengths. Most of the the work
to date has focussed on demonstrating and understanding the techniques. This section will
describe the basic methods of producing picosecond pulses using semiconductors, and coment
on some aspects of integrating picosecond pulses with other components.

The main methods of obtaining short pulses using semiconductors are summarised in table 2. The
simplest of these is to drive the laser with a short but intense current pulse which rapidly
raises the carrier concentration from well below threshold to well above it. The output power
builds up rapidly until it starts to deplete the carriers and thus reduce the gain. If the
drive pulse is terminated at this stage, a short high power optical pulse is obtained; if the
drive pulse is continued, the damped relaxation oscillation transient characteristics typical
of injection lasers will be obtained. This method of 'gain switching' a laser has been
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Device Length Voltage .Bandwidth. Loss Vsk ext .ref

2 ratio:
(m) (V) :(Hz) :(,) : (M) :

.... ... ... ... ... ... . :... ... . :................... :........ .......... : ,

GaAs/OaAlAs
....... : ........ . ......... . ......... ........... ........ . ....... . .......... . .* ~>1.2..--

PH 4.2 : )1g.2 5.5dB/cm 1.15 : 29 ::32.. .. ...... ....... .. ... . ...... .. .. .... .. ..........
DC :9 : 1s . :ldB/cm 1.56 : 55: 15 :9

... ... : ... ... : . ... .. : ... ... -.......... ......... ....... :.......... . .
DC : 3.5 : 40 : 3 8- B .3 : 83 : is :6

: (L-F)

NZ : 2.5 : 25 5" 1.3 : 37 : 14.5 :33
: (eat) .

MC : 4.9 12.5 : 1.06 : 55 : 27 '13
....... :.........-....................: .......... ;........ ....... .......... "....

InP
....... ......... . ........ . ......... . .......... ........ :....... . .......... ..

DC 6 6.5 : 12 . 1.51 : 34 : 16 25
....... :.........:..........: ............................. -........ :..........."....

LiNbO3

DC : : 16 : 2 2 3 1.5 :64 : i8 :34
- .. : (F-F)

....... i.........i ......... :..........:..! .. .... ........ :....... ............ .4dBDC : 9 : 11. 1.5 :1F-) .5 :44 : 21 :3

(F-F)6 6: 1.3 : 57 "27/21 :35: (F-F)....... ......... -......... ......... .................... ....... -..............

8dBDCC) 15 75 lO ( 1.3 42 39/ :36. . ~(F-F) .. . . . . . . . . . . . . .
....... :.........- ......... ..................... ,.... . . . . . . . . . . .

DC(TI) 19.5 4.5 7.5 2dB 1.3 2 :36

:(F F)

.... . . . . .... ... ... .. ....... . . . . . . . . . . .

DC(IV) 95 8 10 1.3 12 :36....... ......... .......... ...............- !.............. ....... ............ .

A(7M ) 9.5 4. 2 7.5 0.8d 5 1.3 2 36... ...: ... ... : ... ... :.........:....... .... ......... : ....... :........... .

NZ 4 4 2.75 0.85 :22 37
.... ... ... ... .. ... .. :... ... . -.......... -........ •....... •........... .

NZ(TW) : 4 "13.2 : "0.85 . 37
... .. : .. ... :......... -.......... • .......... :........ ........ -........... .Z 3 : 4.5 0.63 33 17 :38

....... :.........: ......... :......... -........... : ........ •....... . . . . .. " .

Hz 6 : 3.8 : 1.1 . :0.65 : 54 :39

Z('I) 4 : 2 : 13 . :0.84 :11 i :47

MC : 17 : : :1.35 : 47 : 17 :ii
....... -........ ."....................:.......... ."............................ ..

Notes

1) PNiphase modulator; DCudirectional coupler; Nmach-tehnder;
NCsTE-TN mode converter;
IV-travelling wave electrode configuration

2) F-F corresponds to a fibre-to-fibre insertion loss measurement
L-F corresponds to a semiconductor laser-to-fibre insertion loss
measurement

TABLZ I Comparison of various electro-optic waveguide devices
made with different materials
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Photoelastically induced waveguiding in semiconductors has also been studied (49,50). In
these structures, the refractive index is varied by introducing strain by depositing a metal
or dielectric layer on the semiconductor. These waveguidee have the advantage of ease of
fabrication, and being planar, such guides may be affected less by scattering. However,
unlike other techniques, lateral and vertical confinement cannot be controlled independently,
and there are uncertainties about the long term behaviour of devices which rely on stress
effects.

Perhaps a more promising structure for the future is the buried waveguide (27,28). In this
type of structure, the guiding region can be grown in a groove etched in the substrate or
epilayers (27) - a technique commonly used for buried heterostructure lasers. Alternatively,
the guides may be buried by growing over an etched rib waveguide (28). These techniques,
usually requiring two stages of epitaxial growth, are more complex than the simple rib
waveguide, and so far the losses have been )SdB/cm. However, buried guides are expected to
give lower scattering losses than those encountered in exposed rib structures, and they are
much more compatible with many of the advanced laser structures. Thus they may be more
suitable for integration.

For many applications InP-based materials will be preferred, - particularly for structures in
which lasers and detectors operating in the wavelength range k-1.3 - 1.6Mm are integrated. (It
should be noted that GaAs-based waveguides will be suitable for X- 1.3 - 1

.
5 5

Mm if sources and
detectors do not need to be integrated monolithically.) Waveguides have been made in InP-
based material (25-28) but their performance is not yet as good as GaAs waveguides, because
the materials technology is not as well advanced.

4.2 Other non-switchable waveguides

As well as straight waveguides, other elements of integrated optical circuits have been
demonstrated in semiconductors, including Y-junctions, polarisers and curved waveguides.

Y-junctions made with InGa AP buried guides (28) have shown excess splitting losses varying
between 0.2dB and 3.3dB as the intersection angle increased from 0.6* to 3*. Y junctions have
also been made with n/n

+ 
InP rib waveguides using chemical etching (29). For an intersection

angle of 1* the excess loss was ldB. This is probably an indication of the extra scattering
caused by the rib waveguide. These devices form an essential part of one type of Mach-Zehnder
switch, and to reduce further this branching loss, it will be necessary to pay careful
attention to the exact shape of the intersection.

Polarisers can be made by loading a waveguide with a metal, when TM modes will absorbed
preferentially. A 35dB extinction ratio has been obtained in a 250Am long rib waveguide
structure (30).

The performance of curved waveguides is an area in which the use of semiconductors is
particularly beneficial. Because guided modes radiate energy from a curved waveguide, tight
confinement in both lateral and vertical directions is required. Using a Ga 0 . 8 8 A10. 1 2 As/GaAs
waveguide with a relatively high mesa, a loss of 0.6dB/radian has been measured on a curved
guide with a 300gm radius of curvature (31). This loss value was thought to have been limited
by scattering from edge roughness, rather than radiation due to the bend. The benefits of the
strong guiding offered by semiconductors has also been demonstrated by measurements on abrupt
bends (28). Using buried InGaAsP/InP waveguides, excess bend losses varied from 0.1dB at an
angle of 0.5" to 4.2dB at 3.41. Because of the relatively small index change induced by Ti
indiffusion in LiNbO3 , small radii curves and abrupt bends with such low loss are not
possible. Curves with a small radius of curvature will be important in achieving high packing
densities in optical integrated circuits.

4.3 Switchable devices

Switchable semiconductor devices (using the electro-optic effect) include phase modulators
(32), directional couplers (6,9,25), Kach-Zehnder interferometer switches (33) and TE-TH mode
converters (13). An attempt to summarise the results on recent semiconductor devices is given
in table 1, which also includes some state-of-the-art LiNbO 3 devices. It can be extremely
difficult to make objective comparisons between different devices - not least because there
are often trade-offs between various aspects of performance, and sometimes the less
favourable parameters are not discussed in the published literature. The figure of merit that
has been taken is the voltage for a w phase shift x length product normalised to wavelength
(VwL/X

2
). The L2 term is introduced because the amount of phase shift depends on wavelength

(eqn (i)); and the distance over which the electric field is applied is dependent on the mode
size, which is also approximately proportional to k.

Examination of table 1 indicates that the VwL/1
2 

figure of merit for LiNbO3 and semiconductors
are not as dissimilar as the 6:1 difference in n

3
r might suggest. This is because the

optical/electric field overlap can be higher for semiconductors. However, there is still
considerable scope for improvement, as the best semiconductor device (32) is not fully
optimised. It is clear from table 1 that semiconductor losses are still significantly higher
than thoee of LiNbO3, and this is the area in which most effort must be directed in the future.
The results of refs 34 and 36 indicate the trade-of fs between various parameters for LiNbO3
devices, in particular between insertion loss and Vs. With the increased control over
electrical and optical fields offered by semiconductor technology, it is hoped that this
trade-off will be more favourable in semiconductors.

I.
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4 PERFORMANCE OF SEMICONDUCTOR WAVEGUIDE DEVICES

4.1 Straight waveguides

Many studies on waveguides in III-V semiconductors - mainly GaAs - have been reported in the
past 12 years, and have encompassed a wide variety of structures. Much of this early work
concentrated on using carrier concentration variations to produce an appropriate refractive
index profile (18-22). In some cases (18,20), localised diffusion or implantation has
produced guiding in both vertical and lateral directions. Although this has advantages in
ease of fabrication, it does not allow the independent control of vertical and lateral
confinement which is very important for optimising guide performance. An mentioned earlier,
the other disadvantage of using carrier concentration variations is the possibility of high
absorption loss. The refractive index is only a weak function of carrier density in GaAs and
quite high substrate doping densities need to be used (-10

1 8
cm

- 3
). However,using relatively

thick (3.5um) n- epilayers and improved fabrication techniques, propagation losses as low as
2dB/cm have recently been measured in n-/n

+ 
GaAs waveguides (6). These thick epilayers result

in a rather high operating voltage for electro-optically controlled devices. It seems
unlikely that devices using carrier concentration variations will g.ive the ultimate in low
loss, and they only allow limited flexibility in device design.

With gradually improving control over epitaxial growth techniques it has become possible to
make low loss waveguides using compositional variations to produce the refractive index
profile. Single mode GaAs/GaAlAs waveguide structures have been demonstrated using LPE (9)
with propagation losses as low as dB/cm at X-l.56un and similar structures made with MBE-
grown material (7) have given losses (2dB/cm at X-l.15um. MO-CVD has also been used, and
multimode waveguides using a GaAs/GaAIAs structure have given losses of 1.4dB/cm at i-l.3num
(8). It seems likely that this approach of using compositional variations to provide the
necessary refractive index profiles is the best approach for low propagation losses, and
allows most flexibility in device design.

The residual losses between 1 and 2dB/cm measured on these heterostructure waveguides seem
likely to be due to scattering from the waveguide edges. Improvements in waveguide
fabrication technology should improve this. Several methods for etching semiconductor rib
waveguides have been reported, including wet chemical etching (8), argon ion beam milling (7)
and reactive ion etching (6), each with their own advantages and disadvantages. Fig 3a and b
show waveguides produced by wet chemical etching and ion beam milling respectively. Both
patterns were replicated using a photoresist mask.

(a) (b)

Fig 3. (a) InP waveguide made by chemical etching; stripe is 5m wide and 1.5m high.
(b) OaAs/OaAlAs waveguide made by ion beam milling; stripe is Sm wide and l.lum high

A significant feature of the chemically etched waveguide is that the chemical used was
selective to a specific crystallographic direction, and thus extremely smooth guide walls
were obtained. However, one of the disadvantages of chemical etching is that it is not
possible to maintain this mesa shape around a curve, - and curves are particularly important
In many waveguide devices. The ion-beam milling technique is a very well controlled process
giving high yields. Curved guides can be formed readily with no change in mesa shape with

direction. However, there is a certain edge roughness which is thought to be associated with
the photoresist pattern. Clearly there is considerable scope to improve rib roughness -
possibly a combinat.on of dry and wet etching might be optimum.

Besides these rib waveguides using planar epitaxial material, some novel approaches have also
been pursued. A single mode GaAs waveguide with an oxide confining layer has been made by a
technique of lateral epitaxial growth by VPE (23). This showed a loss of 2.3dB/cm. An n/n+
GaAs waveguide has also been made by localised epitaxy with a propagation loss of 1.5dB/cm
(24). The unconventional prismatic shapes of these latter guides may limit their

applications, especially If electric fields need to be applied.
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semi-insulating semiconductor substrate material, - with this it might be possible to use
similar techniques to those used for insulators.

3.3.3 Speed

For conventional lumped-contact waveguide devices, the speed is limited by the RC time
constant. Two factors favour semiconductors for high speed operation. First, the dielectric
constant for GaAs is 5 times less than that for LiNbO3 resulting in lower capacitance for
similar geometries, and secondly, the capacitance of semiconductor devices is determined by
the thickness of the space-charge region. This can be made very thick, if necessary, with
little voltage penalty using doping profiles similar to those used in advanced III-V
avalanche photodiodes (14). Thus it should be possible to reach the photon transit-time limit
of 113ps/cm without compromising other device parameters.

The ultimate speed will be obtained by using a travelling-wave (TW) electrode configuration.
The performance of LiNbO3 TW devices is limited by the differing electrical and optical
propagation speeds. This can be overcome to a certain extent by using special electrode
configurations (15) but this results in a band-pass characteristic which can be undesirable
in some applications. In GaAs the dielectric constanc is approximately equal to the
refractive index squared so, in principle, it should be possible to achieve much higher
operating speeds over a very broad bandwidth. An essential requirement for semiconductor TW
devices is high quality, low loss substrate material. To date, no travelling wave devices made
in semiconductors have been reported.

3.3.4 Acousto-optics

IlI-V semiconductors have not been favoured for acousto-optic applications, and this might
seem surprising in view of the fact that the acousto-optic figure of merit for GaAs is 15 times
greater than that of LiNbO3 , one of the most popular acousto-optic materials. The two problems
with II-V semiconductors are that I) the piezo-electric effect is very small, making
generation of the acoustic waves difficult, and ii) the propagation loss of the acoustic waves
in the semiconductor is very high. The generation of acoustic waves can be achieved by using a
ZnO transducer (16), but on the present evidence it would seem that IIX-V semiconductors are
unlikely to compete with LiNbO3 for acousto-optic applications.

3.3.5 Stability, reliability, fabrication and cost

A particular problem experienced with LiNbO 3 waveguides is the photorefractive effect - a
permanent change in the refractive index profile induced by the transmitted optical flux.
This has meant that optical power levels have to be kept low, and has resulted in dynamic range
limitations in spectrum analysers, and other difficulties. These problems have been
alleviated to a certain extent by using longer wavelengths (1). However, a full understanding
of this behaviour and complete elimination of these undesirable effects awaits further
detailed study. An additional problem that can occur, is ionic drift under dc operation. The
remedy here is probably higher quality buffer layers (usually Si 2 ), and again, further work
is required. Another difficulty with LiNbO3 is the sensitivity of some properties (notably
birefringence) to temperature.

Clearly semiconductor devices have not been investigated in as much detail as LiNbO3 devices,
but to date no particular reliability or stability problems have been identified. One
advantage here Is that there is considerable experience in assessing, understanding and
rectifying reliability problems with other III-V semiconductor devices, and this should be
useful in speeding the progress of research-type devices towards comercial viability.

Cost may be of considerable importance in some cases - the requirement for high capacity
telecommunications links in the local network could be satisfied by a fully coherent
transmission system (48) rather than the conventional direct detection systems, and this
would entail the use of a large number of waveguide devices. It is extremely difficult to

estimate costs for waveguide devices, because, amongst other factors, it will depend on the
complexity of the device and the numbers required. However, unlike the case of silicon
devices, the cost of the starting material may be significant, particularly for the larger
area devices. At present the cost of GaAs material is between £15 and £35 per square inch, and
InP between £60 and £70 per square inch. These costs are likely to reduce because of the
increasing number of applications for III-V semiconductor devices (lasers, detectors,
electronic ICs Ac), and may well approach that of LiNbO3 (£8 - £25 per square inch). However, a
more serious problem is the availability of sufficiently large area I I I-V wafers. Because, in
general, throughput of III-V semiconductor devices is relatively small at present, the
motivation to increase slice areas from the standard 2* diameter is limited. This could
present a serious limitation for the fabrication of large area semiconductor optical
integrated circuits. It is hoped that larger area, high quality slices will emerge with
increasing requirements for larger scale GaAs electronic integrated circuits

At the moment, the fabrication of LINbO3  devices is relatively easy compared with

semiconductor devices. It is the epitaxial growth of the semiconductor layers that is the
major problem; apart from this and the chemical etching of rib waveguides, much of the rest of
the fabrication Is similar to that of LIIbO3  (17). However, the ability to cleave

semiconductors does confer certain advantages, and accurate polishing of the facets is not
required. If l3D-W3 and/or MUe car realise their potential as high yield growth processes, it
may be that the fabrication of semiconductor waveguide devices will eventually not be
significantly more expensive than making LINbO3 devices.

.. .... ..
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on bulk Gahs (4) give a loss of About 13dB/cm at a wavelength between 1 and 1.5wu for an
electron density of Sxi0

1 7
cm-

3
. This explains why so many of the devices made with an n4

subetrate (typically )10
1
8cm

- 3
) near the guiding region show such high losses. Bulk InP shows

a lower lose - 7dB/cm at 10
18
cm

-3 
at a wavelength of 1.3^m (5) - due to its different band

parameters, but the best way of decreasing free carrier absorption losses is to reduce the
number of free carriers. There have been no published reports of free-carrier absorption
values in bulk material with low doping in the wavelength region of interest, but by
extrapolation from published figures the free-carrier absorption is expected to be negligible
at electron concentrations less than 10

16
cm

-3 
(4,5). Hole concentrations will need to be much

lower because of inter-valence band transitions.

Recently, propagation losses between 1 and 2dB/cm have been reported for devices with
relatively low doping levels (6-9), and it is thought that these values may be limited by
scattering from the rough edges of the rib structure that is used to confine the radiation in
the lateral direction. Improved methods of rib fabrication, possibly involving such
techniques as reactive-ion etching, the use of planar waveguide structures and the growth of
epitaxial layers over a rib structure should reduce this scattering loss.

There is still some way to go to achieve acceptably low propagation losses. (0.5dB/cm might be
acceptable initially for discrete devices, but losses may have to be less than this for larger
scale integrated circuits.) The indications to date are that there are no inherent barriers to
achieving these figures, and that with improved epitaxial growth (notably lower doping
levels), and better fabrication techniques (smoother rib waveguides, buried waveguides) the
values demonstrated in LINbO3 (0.3dB/cm for single mode waveguides at 1.

3
Um; 0. ldB/cm in bulk

material at 1.1Sum (10)) should be realised in semiconductors in the near future.

coupling radiation from an optical fibre or laser into a waveguide device (or vice-versa) is

limited by Freenel reflection losses and the mismatch of the optical fields. The former

limitation can be effectively eliminated by using X/4 thickness anti-reflection coatings. The

latter may be alleviated by modifying the waveguide refractive index profile. In a

semiconductor rib waveguide several parameters can be adjusted - eg waveguide composition,

layer thicknesses, rib height, rib width. However, it is clear that the VL product may be

compromised slightly As the guiding region thickness is varied. No systematic study on this

aspect his been carried out yet, but a loss of 1dB has been measured for butt-joint coupling of

an n-/n* GaAs rib waveguide with a single mode fibre (6). Although not as good as some of the

results for coupling fibres to LINbO3 devices, it is a very encouraging result, and further

improvements are expected. Of course, many of these coupling problems will be considerably

reduced when lasers and detectors are integrated monolithically with the waveguide devices.

3.3 Other differences

Although the electro-optic coefficient and loss are generally considered the most significant

differences between semiconductors and LiNbO3 , there are a number of other properties of

relevance to waveguide devices. They will now be considered briefly.

3.3.1 Birefringence

LINbO3 has a high natural birefringence (AN-0.1). Although this can be undesirable in some

instances, it can also be used to good advantage in devices using TE-TK mode conversion. In

such devices, phase matching is required for coupling between the orthogonal polarisations,

and this is usually achieved by some sort of periodicity in the electrode configuration. This
gives a wavelength dependence which can form the basis of a filter (11). However, phase

matching in LiNbO 3 usually results in rather narrow bandwidth operation (3.6nm 
for the filter

mentioned above) which will be undesirable for some applications.

11-V semiconductors on the other hand are optically isotropic and only a small

birefringence In introduced when making a waveguide structure. However, it has been

demonstrated that birefringence can be induced artificially by using a large number of layers

of different refractive index (12). A birefringence of AN-0.055 has been demonstrated using a

GaAs/AlAs multilayer structure. Although this approach has not been pursued for device

applications, it seems that this method could give great flexibility if semiconductor devices

with a controllable amount of birefringence are required.

3.3.2 Electrical properties

LiNbO3 is an insulator, and this confers particular advantages when making composite

components - is integrated structures incorporating a variety of different devices. For a

particular substrate orientation, different electro-optic tensor elements are needed to

change the propagation constants of TE and TN modes, and yet another one to control the amount

of TE-TN mode conversion. These different elements can be used by applying electric fields in

different directions. An insulator is ideally suited to this approach because independent

electric fields may be applied on different parts of the slice in a variety of directions.

In a semiconductor, an electric field is applied via a Schottky barrier or pn junction, and

applying fields in different directions is much more difficult. In fact, to date, the only way

to utillse off-diagonal tensor elements has been to use differently orientated substrates.

The normally used substrate is (001) with propagation in the (110> direction. Applying an

electric field in the (001) direction changes the propagation constant of the TE mode. TI-TN

mode conversion haa been demonstrated by using (110) substrates with an electric field in the

(110> direction (13). However, in principle it is possible to devise electrode schemes which

will allow the flexibility offered by insulators (52), but the fabrication of such devices

will be considerably more complex. An alternative approach would be to use high quality

It4'
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between optical and electrical fields, and it should be minimised for low voltage operation.

The overlap factor r can be controlled to a limited degree in LiNbO 3 by adjusting electrode
separations and varying the guide refractive index profile to optimise the overlap. Values of
r less than 0.5 are normally obtained, and values can be considerably less than this if the
device is required to have high speed and/or low coupling loss.

With semiconductors there is more scope to optimise r because the optical and electric field
profiles may be controlled independently. The optical field distribution is determined by
compositional changes, whilst the electric field distribution depends on the doping profile.
This point can be illustrated with reference to fig 2.

InP P+

InP 1 pm P

InGaAsP I Jm P 1
guide

InGaAsP 1 pm n-

InP 2 jm n

InP substrate n +

FIG 2 Possible slab waveguide structure

The waveguiding region consists of a p-/n- junction of Inl._xGaxAayPly. For a 2gm thick
guiding region the value of the refractive index step (AN) neede'for monomode guiding in this
symmetric waveguide structure is about .006 at a wavelength of 1.3am. For InP/Inl.x-axAsyPl-y
AN-0.3y and as y-2.2x for lattice-matching to InP, the composition of the guiding layers
should be 1n0 .99Ga0 .0 1As0 .0 2P0 .98 . (It is assumed that the doping levels are sufficiently low
that the free carrier contribution to the refractive index can be ignored.) Adjustments to the
layer thic)mess and composition could give optimised coupling. The electric field profile
however, is determined by the applied voltage and the doping profile. In the case that p-10p-
and n-10n-, most of the voltage will be dropped over the guiding region, and the electric
field profile will be as in fig 2. If however the doping varied gradually through the
structure it could, in principle, be possible to engineer a perfect overlap between the
electric and optical fields. It is envisaged that the ability to vary the doping in this
manner will become available with the development of MO-VPE and DEE. Semiconductor technology
is not yet sufficiently advanced to be able to make such optimised structures, but in section
+ it will be mentioned that the use of double heterostructure waveguldes with appropriate
doping profiles has already enabled the demonstration of semiconductor devices with VwL
products comparable with those of good LiNbO3 devices.

3.2 Loss

The transmission loss of a waveguide can be extremely important, especially in applications
such as telecommunications where optical power is at a premium. For other applications loss
may not be too much of a problem. However, it is clear that the high losses shown by
semiconductors to date have been viewed as a major disadvantage.

OaAa/OaAlAs and InP/InGaAsP-based waveguide devices cannot be used for wavelengths (0.8#s
because of band-edge absorption. It may be possible to extend this wavelength range in the
future by using other III-V semiconductors, but at present it is more realistic to consider
semiconductors solely for applications with X)0.85mm.

Transmission loss can be separated into two components - propagation losses and coupling
loss. In semiconductor waveguides the wavelength of the propagating radiation usually
corresponds to a photon energy considerably less than the bandgap energy. Under these
circumstances, free-carrier absorption is expected to be the dominant absorption mechanism.
This includes inter and intra-conduction and valence band transitions. The free-carrier
absorption coefficient is directly proportional to the number of free carriers. Measurements
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continuing advances in the field, and this paper concludes with some comments on the
developments that will be needed.

2 PRINCIPLES OF SEMICONDUCTOR WAVEGUIDES

A variety of semiconductor waveguide structures have been demonstrated. Some or these will be
discussed later in the paper, but initially the essential elements of a semiconductor
waveguide will be discussed with respect to a rib waveguide; probably the most commonly used
structure (fig 1).

1.5 pm O~~J I n GaAs (guide)

n Ga0 .96AI0.04As

n GaAs substrate

FIG 1 A GaAs/GaAlAs Rib Waveguide

As in any waveguide structure, an appropriate refractive index profile is required. In fig 1
the guiding layer (GaAs) is bounded in the vertical direction by a layer of Ga0 .96Al0.0 4 As and
air. The refractive index difference between GaAs and GalxAlxAs is approximately 0.4x. The
dimensions shown in fig I are typical for monomode operation.

In the lateral direction, the confinement is obtained by etching a rib structure in the
semiconductor. In many cases it will be necessary to apply an electric field to the guiding
region, and this can be done with a Schottky contact, obtained by having an appropriate metal
layer on top of the rib. An ohmic contact would be applied at the base of the substrate.

3 THE PROPERTIES OF SEMICONDUCTORS RELEVANT TO WAVEGUIDE DEVICES

3.1 Electro-optic coefficient

The figure of merit for many waveguide devices is related to the change in propagation
constant that can be induced by an electric field, for exemple:-

A$-wnrE'L/X ..... (i)

where n is the effective refractive index of the waveguide for the propagating mode, r is the
electro-optic tensor element appropriate to the crystal orientation and the direction of the
applied electric field and L is the device length. E' is an 'effective' electric field,
determined by the applied voltage (V), the separation of the electrodes (J) and a factor (r)
giving the overlap between the optical (Eopt) and electric (Kelec) fields.

The figure of merit most often quoted is n
3
r. LiNbO 3 belongs to the 3m point-group syimmetry,

and has four non-identical electro-optic coefficients. By using a suitably orientated
substrate and electric field direction, the optimum element (r 3 3) can be used with
n
3
r 3 3 -328xlo-

1 2
m/V. The other elements, r 2 2,rl 3 and rl give smaller figures of merit. For

GaAs, which has only one coefficient (r4 1 ), the figure of merit is about 6 times lese
(n

3
r 4 1-60xl0-

1 2
m/V) and InP shows a similar value (3). There sinme no particular reson to

suppose that related 111-V ternary and quaternary compounds should be significantly
different.

A parameter which is perhaps more useful than nr is the voltage length product for a w phase
shift (VwL). Taking E2-Vr/d, then

VL-kd/n'rr ....... (ii)

This is a particularly relevant parameter because it incorporates the degree of overlap

AI
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THE POTENTIAL OF SEMICONDUCTORS FOR OPTICAL INTEGRATED CIRCUITS

S RITCHIE AND A G STEVENTON

BRITISH TELECOM RESEARCH LABORATORIES
MARTLESHAM HEATH

IPSWICH, IP5 7RE, UK
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Optical circuits made with semiconductors should eventually have
considerable performance, reliability and cost benefits over similar
components made with many alternative materials, because of the ability
to integrate waveguide devices with optical sources, detectors and
electronic circuitry. Although, at present, the performance of semi-
conductor waveguide devices is inferior to that of devices made with
lithium niobate, progress is rapid and there seem no fundamental reasons
why semiconductor devices should not eventually give performance
comparable with many non-semiconductor devices. A wide range of
semiconductor optical and electronic devices will be available for in-
tegration in semiconductor optical integrated circuits, but considerable
technological developments are needed - especially in epitaxial growth.

I INTRODUCTION

The advantages of using optics for certain signal processing applications are well
established. Perhaps the best known example is rf spectrum analysis (1) which can be performed
at much higher speeds using optics than electronic methods. Another example where optics
could offer much higher speeds is in analogue-to-digital conversion (2). In addition, with
the increasing use of optics in telecommunications, both for long and short haul
applications, more and more optical processing functions are being required. For example, the
more advanced optical systems in the future may require amplitude, phase and frequency
modulation, wavelength and time division multiplexing and space switching.

At present the processing of optical signals, either using discrete or integrated components,
is usually carried out with dielectric materials, most commonly lithium niobate (LimbO3 ).
This has the particular advantage that suitable starting material is available, and the
fabrication of waveguides for optical devices is relatively easy - in general a titanium
diffusion is all that is needed to produce the necessary refractive index profiles. Acousto-
optic and electro-optic coefficients are reasonably high and the optical propagation loss of
LiNbo 3 is sufficiently low that, combined with relatively well developed techniques for
coupling to and from optical fibres, acceptably low insertion loss can be achieved.

1l[-V semiconductors - typically gallium arsenide (GaAs) and indium phosphide (InP) - also
exhibit acousto-optic and electro-optic effects and can perform many of the optical
processing functions demonstrated in dielectrics. For reasons to be discussed later, III-V
semiconductors have not been used widely for acousto-optic applications, and the majority of
work on semiconductor waveguide devices has employed the electro-optic effect. The main
attraction of using semiconductors is the potential for integrating optical sources,
detectors and any electronic components that are necessary on the same substrate, with all the
benefits in performance, size, reliability and cost that this would entail. The particular
disadvantages of semiconductors most often quoted are that:-

a) they have a relatively low electro-optic coefficient compared with LimbO3 ,
b) their measured optical propagation losses have been considerably higher than those in
LIMbO 3 ,
c) the growth of suitable epitaxial layers is difficult, and requires expensive equipment.

These, and other, differences between semiconductors and LiNbO3 for waveguide devices will be
discussed in more detail in section 3.

A range of semiconductor waveguide devices have been demonstrated and will be described in
section 4. These are mainly discrete devices (eg directional coupler switches, TE-TH mode
converters Ac) and semiconductor components of the complexity of some of the Li~bO3  devices
now being made have not been demonstrated yet. However, recent improvements in semiconductor
waveguide performance suggest that it is now feasible to consider the fabrication of larger
scale structures.

With the development of advanced epitaxial growth techniques such as metallorganic vapour
phase epitaxy (NO-VPE) and molecular beam epitaxy (MBE), a variety of novel optical and
electronic devices are being realised. The concept of "bandgap engineering' is extending the
possibilities for semiconductor device functions, and conventionally accepted limitations to
semiconductor device performance are constantly being eroded. Whilst many of these
developments are at a very early stage - for discrete devices, let alone integrated structures
- the huge potential for semiconductor optoelectronics cannot be ignored. Some of the most
interesting of recent developments in IIl-V semiconductor devices are also discussed in this
paper, as well as the status of the monolithic integration of some of the relatively simple
structures. The development of semiconductor growth and processing technology is crucial to
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DISCUSSION

C.Klingshirn. Ge
If you recombine the two branches in a state such that the transmission is zero then the light is not absorbed - it is just
scattered out of this waveguide line, and it goes into the bulk. So if you have one crystal grown on one substratc and
many of these structures, is there not a danger of having a lot of crosstalk because the light goes into the bulk and is
reflected from the back surface and goes through the whole substrate and comes out wherever it wants.

Author's Reply
That could be a problem - you're right - but we have some ways to fight against it. We can depolish the under surface
or put absorbers or not have parallel surfaces at the bottom and at the top. There are many ways to fight against these
problcnis. The best way may be to make the surface absorbing as can be done for lithium niobate by heating it without
oxygen.
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approach, the electronic devices are incorporated adjacent to the laser stripe within the
cleaved facets. For example, Bar-Chaim at al (93) have integrated a photodiode, a PET and a
laser on a semi-insulating GaAs substrate to produce a rudimentary optical repeater with a
gain bandwidth product of 178NHz, and they predict improvements to better than 10Hz. Much of
this type of work has employed LPE, but larger circuits will need the improved control of MBE
and/or MO-VPE, and improved circuit planarity. Sanada et al (94) used MBE on channelled
substrates to obtain nearly planar laser/PET circuits. They also used MQW active layers to
reduce chip thermal dissipation, and achieved a convertion ratio of laser output to PET gate
voltage of 3.3mW/V with rise and fall times of Ins.

The restrictions imposed by working within the confines of the laser facets are removed by
using integrable lasers, and both Matsueda at al (95) and Carney et al (96) describe
optoelectronic integrated circuits using such lasers grown in recessed parts of the
substrate, in order to improve the planarity for subsequent GaAs IC processing steps. Carney
et al describe their development of a transmitter consisting of a laser, drive circuit and 4xl
multiplexer capable of lGbit/s operation, although, at that time, the circuit was not fully
operational.

The integration of a PIN photodiode and high performance PET is very useful, and progress on
both GaAs/GaAs and InGaAs/InP devices have been made (97,98). In the case of the GaAs
receivers, a useful transimpedance preamplifier has been integrated with the PIN diode (99).
It is clear that quite complex GaAs-based optoelectronic circuits are becoming available at
the research stage already, and that the preliminary steps for the 1.3-1.6um region are
progressing rapidly.

Fig 5 shows an example of the optoelectronic integrated citcuit (OEIC) concept (100). This
particular component would take a number of optical inputs, convert the signals to electrical
form, perform various switching operations before reconverting to optical signals again. It
is envisaged that such a device will be extremely useful for optical communications,
especially in local area networks, and local network distribution schemes. Of course this is
not a true optical circuit, as all the processing occurs in electronic form, but with suitable
developments in technology the switching could be done in optical form, which would confer
advantages for some applications.

U

electronic switching matrix

-)

c(n_>
U)

--- b L. 0

UU

W___0

PIG 5 An optoelectronic integrated circuit (OEIC)

The rapid progress in integration of electronic circuits with lasers and detectors has been
due principally to the use of improved epitaxial growth methods for depositing the
optoelectronic device layers. Progress has clearly been most rapid in GaAs-bajed circuits
where the existing GaAs IC technology may be used directly. However, the benefits of
integration for InP-based optoelectronic integrated circuits are large, and an increasing
number of laboratories are establishing the techniques needed. Progress on integrating
waveguides on the other hand has been slow, partly because of the availability of LiNbO3
devices as an alternative to semiconductors, but also because of lack of suitable material.
Now that this is becoming available, and as improved discrete devices are being demonstrated,
the waveguide integration is likely to accelerate. The use of waveguide techniques in
coherent communications applications would result in highly practical and high performance
systems.
9 SEMICONDUCTOR GROWTH AND PROCESS ING TECHNOLOGY

The development of suitable epitaxial growth techniques is crucial for the realisation of the
advanced electronic and optical devices mentioned in this paper. The most widely used
apitaxial technique for 1i1-V semiconductors is liquid phase epitaxy (LPE), but it is
generally held that this will not be the most suitable for waveguides, and the more advanced
optical and electrical devices. This is primarily because a large area of material with a
sufficiently low defect density is hard to obtain. However, some of the best waveguide devices
to date have been a'hieved using LPE (6,9,13).

,t -•
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The techniques on which hopes are based are NO-VPE and MBE. In principle, these techniques
should give large areas of material with well controlled composition and thickness. Both MO-
VPE and NBE have demonstrated good GaAs/GaAlAs laser structures. Waveguides have also been
made out of GaAs-based material grown by these techniques, but further development is needed
before optimum structures can be obtained roLtinely. One limitation at present seems to be
doping control - in particular the demonstratioi of low-doped (<1015cm-3 ) GaA1As layers. The
growth of InP-based materials is at a very ruei.mentary stage. Although there is considerable
work world-wide on adapting the MO-VPE and NBE techniques to InGaAsP and InGaAlAs, LPE is
still the only option at present for InP-based heterostructure devices.

Thus it seems that in the immediate future, LPE is likely to be used widely to demonstrate
discrete waveguides and the simplest waveguide structures, but that over the next few years
MO-VPE and NBE will emerge as the most suitable techniques, allowing much larger scale
integration.

In the demonstrations to date of electronic/optical and optical/optical integrated devices,
non-optimum epitaxial layer structures have been employed. For example, a heterojunction
bipolar transistor has a similar layer structure to that of a semiconductor laser, so that by
compromising the performance of both devices, a single layer structure will allow the
monolithic integration of both devices. This is inherently unsatisfactory, as the resulting
performance can be so inferior as to negate the advantages of integration. In future it will
be desirable to grow optimised structures on different parts of the substrate. This could be
done by localised area epitaxy. For example, IEEE is ideally suited for in-situ shadow masking.
For MO-VE, it may be necessary to use dielectric masking. Alternatively, the use of an
epitaxial photodeposition technique may give improved resolution. In this, an ultra-violet
laser is used to stimulate growth, either by localised heating or chemical dissociation.

An important implication of these ideas is the requirement to be able to grow on processed and
structured substrates. In many growth techniques for conventional structures, the surface of
the substrate is etched away immediately prior to growth to give a good, clean surface for
nucleation. This might be unacceptable when growing over certain small features, and there
will need to be a much greater understanding of the surfaces of semiconductors, and the
requirement for good growth.

Concerning advances in device fabrication, the subject of etching has already been raised. It
is likely that semiconductor etching will always be important in the fabrication of
integrated optical circuits, although such techniques as epitaxial growth through slots
etched in dielectric layers may be envisaged. Dry etching processes are likely to become
important because of their uniformity, controllability, and high yield. I I I-V semiconductors
have been etched using ion beam milling, plasma etching, reactive ion etching and reactive ion
beam etching, but these techniques need much more development, and a greater understanding of
the basic processes involved. The topics of particular importance for integrated optics
include uniformity over large areas, anisotropic etching, material selective etching and
damage effects.

Lithography is extremely important for waveguide devices. Smooth features (on a <0. lm scale)
and te ability to replicate patterns c er a large area will be more important than very
narrow linwidth features. The relative benefits of electron-beam lithography, and the more
conventional photolithography will need to be assessed.

A final point worth considering is the incorporation of non-semiconductor materials on
semiconductor substrates. Clearly the relatively small electro- optic coefficient of
conventional semiconductors and dielectrics is a disadvantage, and various organic materials
with much higher electro-optic coefficients and other non-linear ities are being studied (101)
and may eventually be deposited on semiconductors to allow the combination of optimum
materials.

10 CONCLOSIONS

A detailed comparison between semiconductors and LiNbO3 has indicated that semiconductor
waveguide device performance should eventually be comparable with that of LiNbO3  in many
respects. In particular, the 6:1 difference in the electro-optic figure of merit is offset by
the greater ability to achieve good overlaps between optical and electrical fields. Also,
although propagation losses are still higher in semiconductor guides, there have been
considerable improvements recently, and there appear no fundamental reasons why comparable
losses should not eventually be achieved. LINbO3 will probably always be superior for
acousto-optic applications, but there are grounds for believing that semiconductors will
ultimately give higher speed performance.

A considerable advantage for LiNbO3 is the availability of large area starting material and
relatively easy fabrication techniques. It remains to be seen whether semiconductor epitaxial
growth and processing technology can be developed sufficiently to produce components of
comparable cost. Stability and reliability problems may hamper the implementation of LiNbO3
devices for some applications.

The advantages of semiconductors that may outweigh minor performance or cost differentials is
the ability to integrate a variety of electronic and optical devices on one chip. The
development of epitaxial growth techniques has allowed the demonstration of a wide range of
novel devices in I I I-V semiconductors, some of which have already been integrated together in

small scale circuits. So far, most of the attention has focussed on optoelectronic
integration, is lasers, detectors and electronic circuitry. The wider incorporation of
waveguides in optical circuits is expected in the near future as growth techniques such as MO-



VPZ and MEE reach maturity. Semiconductor picosecond optical sources and detectors have been
demonstrated in discrete form, and optical bistability has been observed. The possibilities
for integrating these devices are promising, bringing the prospect of all-optical logic much
closer.
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DISCUSSION

H.M.Gibbs, US
You mentioned one db per centimetre of loss in GaAs at 1.56 microns. Could you tell us what the origin of the free-
carrier absorption is and how it changes as you move the wavelength toward the band edge?

Author's Reply
Clearly losses get higher as you go near the band edge. In our devices we try and work as far from the band edge as
possible. It's clear also that losses increase as you go to much longer wavelengths because of increased free-carrier
absorption. We want to operate at an optimum position for low loss, and we haven't studied the effects of getting higher
loss by going nearer the band edge.
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ABSTRACT

At microwave frequencies the application of multiport junctions
to making phase and amplitude measurements is well established. In
this technique unknown signals are combined in a multiport to give a
number of output signals. Monitoring the power at each output port
then enables the required signal information to be deduced. Here we
investigate the equivalent optical measurements made when a number of
light beams are mixed in a lossless junction and then detected using
photoemissive devices. We call this optical multiport detection by
analogy with the microwave theory. Applications of some optical mul-
tiports to various phase and amplitude measurement problems are dis-
cussed. The quantum theory of multiport detection is introduced, and
the quantum operator corresponding to the complex amplitude measure-
ment made by a particular multiport is presented. It is not known how
to realise practically a measurement of the quantum maximum likelihood
phase estimator, however the performance of the multiport operator in
measuring phase comes within seventy percent of this limit.

Introduction

Central to optical communication and optical computing systems is the combining and
detection of light beams. In a heterodyne or homodyne communication system one mixes
a local oscillator with the incoming signal before detection, using for example a
beamsplitter or a fibre coupler. In a computer one may be interested in splitting an
optical signal into many different channels, or in combining signals on a detector to
realise a logic element.

We intend to examine a large class of lossless beam combining which we call optical
multiport detection. The name is coined from microwave frequencies where the theory
of multiports is well established. At these frequencies there has been recent
interest in using various multiport junctions for relative phase and amplitude meas-
urements [1,2] and these techniques are now being used to construct automatic network
analysers [31. It seems that some insight may be gained into the equivalent optical
measurements by bearing the microwave ideas in mind. These microwave multiport meas-
urement techniques are particularly suited to realisation at optical frequencies
since they rely solely on power measurements from several ports, which transfers to
photon counting in the optical case. One may thus investigate how photon number
measurements relate to amplitude and phase measurements and what implications this
has on, for example, the design of receivers in coherent optical communication sys-
tems.

We will firstly show how the main features of microwave multiport theory carry over
to optical frequencies, and consider examples of homodyne circuits making complex
amplitude measurements. We then briefly describe a multiport we are building to
demonstrate these principles. The quantum theory of multiport measurements is intro-
duced and the result of applying this to our experiment is presented. We finally
compare the quantum optimum phase measurement on a coherent state with that achiev-
able by our multiport.

Semiclassical theory

First we review some of the main features of microwave multiport theory as this will
carry over in a very similar way to optical frequencies. Indeed, for most cases of
current practical interest the only extension required at optical frequencies is the
introduction of shot noise resulting from the detection of discrete photons. In the
semiclassical model this noise is assumed to be a Poisson process, with the detection
rate proportional to the incident power level, however, it will be pointed out later
that this is not an accurate enough description of the detection statistics for all
possible quantum states of the signal field. It does, however, give the right pred-
ictions for a certain class of states which conveniently include the outputs from
most presently available light sources.

Consider a general waveguide junction with M ports as shown in figure 1. We assume
for simplicity that only one propagation mode in each guide is supported and that we
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Figure I. A general microwave H-port junction. The reflected waves are
related to the input waves by the scattering matrix; b1 - SE a. If the
multiport is loasless then the scattering matrix is unitary.

need only consider a single frequency signal. The complex amplitude of the input to
port m is denoted by the mth component of the vector a and similarly the reflection
from port m has a complex amplitude represented by the iiith component of b. The out-
put complex amplitudes are related to the input complex amplitudes by th-e scattering
matrix S. If the multiport junction is lossless power is conserved and the scatter-
ing matrFix is unitary. We have then

b =S a with St S=S St= 1 (1)

The power output to a detector at the mth port is

P= lb M12 = I(S a). 2 (2)

An important example of a four port circuit is shown in figure 2a. This is the direc-
tional coupler which forms the main building block in a lot of microwave circuits. A
suitable scattering matrix for the directional coupler is

1 P 2 +qJ2

I J with pq5  qpa 0 3

[-q p 0

Figure 2b snows how a cube boamsplitter behaves as an optical directional coupler.
Directional couplers may also be made in integrated form or by bringing two optical
fibres into close contact. In fact it can be shown that any completely matched loss-
less reciprocal four port behaves as a directional coupler [41, so it is not surpris-
ing that they can be realised in many different ways.

A typical optical heterodyne or homodyne detection scheme uses a beamsplitter (direc-
tional coupler) to mix the local oscillator and signal beams on the detector surface.
This is shown schematically in figure 3. We assume equal power beamsplitting so that

22
1 J qi - 1/2 (4)

The signal and local oscillator combine to give outputs bc and b The detectors then
c0s;
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Figure 2. The directional coupler is an important building block in
microwave circuits. (a) shows schematically how it may be realised at
microwave frequencies by coupling the fields through small holes between

guides. If the device is lossless then IpI 2+ q
2 

- 1. (b) shows how a
cube beamsplitter behaves as a directional coupler at optical frequen-
cies.

SIGNAL

a b

b

d Pr I la +&b1 2

a b

DETECTOR Pd 21a ab
2

Figure 3. A single beamsplitter is used to mix the signal and local
oscillator in a homodyne or heterodyne comunication system. This is a
balanced configuration where the signal and local oscillator are split
equally between both detectors. We have then c-P d - 2JasJ ab cose where

o is the phase of the signal relative to some zero.

measure the powers Pc and Pd"

Using equations 3 and 4 we have

P,-1,2 .1 2 + a 2+21
and= b 

=  a + lab 2 + 2(aa bab1cos6 ) CS)

2 . 1 12+ 2 2 IPd Ibd
2 =  

aa + abi - 2 aaIlab cosG ) (6)

so that
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Pc - d 21aaljab cose (7)

Where e is the phase difference of the two inputs relative to a zero determined by
the beamsplitter.

If we monitor the local oscillator power so that laaI is known then we can deduce the

'in phase' component of the signal complex amplitude. In a microwave system an extra
sampling port is often included in the circuit to do the monitoring, however, it the
local oscillator is stable enough then it may be omitted.

In many applications it suffices to measure only one component of the signal complex
amplitude relative to the local oscillator. This is the case in a two level phase
shift keying system, or a homodyne amplitude shift keying system, provided that dhe
phase of the local oscillator is locked to the zero phase of the signal. In other
applications, however, we may need to measure both components of the complex ampli-
tude. This is the case if the local oscillator phase is not known, or if we have a
multilevel pnase shift keying system.

If we wish to measure both 'in phase' and 'quadrature' components of the complex
amplitude then we have to go to a more complicated multiport arrangement. The
minimum number of power measurement ports required to do this is three, and a possi-
bility for realising this is shown in figure 4a. However, an alternative configura-
tion using four power measurements is shown in figure 4b. This is an eight port cir-
cuit, built from beamsplitters, in which four ports are input and four ports are out-
put. This particular circuit can be simply understood as two of the single beam-
splitter schemes arranged so that the relative phase of the local oscillator and
signal is shifted by w/2 in each case. One combination of signal and local oscilla-
tor then measures the and the other combination measures the 'quadrature' component.

The S matrix for the eight port is assumed to be of the form

0r 0 00 backwards aa

bb 00 0 0 .. . a b

b
c 0000. ...

S 0000. ...

2forwards 0 0 0 0 (8)

. 0000

. 0000
bh . . . . Q 0 0 ah

Reciprocity will imply relations between Sforwards and Sbackwards* If only ports a

to d are excited then we need only consider Sforwards which we will henceforth denote
simply by S. By suitable choice of the optical path lengths between the beamsplitters
the forwards scattering matrix may be chosen as

g _] _j (9)

J J -1

If the local oscillator and signal have complex amplitudes a and a respectively and
a dab rsetvl n

there is no input into ports c and d then the differences Pe - Pf and Pg Ph give

the in phase and quadrature components of the signal respectively.

Pe - Pf = aaIIablcos9 (10)

Pg Ph 
= 

ja aIablsine (11)

This multiport can therefore be used to determine both amplitude and phase, so we
have made a homodyne measurement of the complex amplitude of the signal relative to
the local oscillator.

Measuring both quadratures of the signal has some points which may be useful in cer-
tain communication problems. The four power measurement scheme provides the sensi-
tivity of a homodyne system regardless of the phase of the incoming signal. In a con-
ventional homodyne system the phase of the local oscillator must track that of the
signal exactly in order to maintain the sensitivity, however, in this example either
the sine term or the cosine term will be sensitive to the presence of a signal
regardless of its incoming phase. In fact it the two terms are squared and added
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then we obtain immediately the amplitude squared of the signal.

There is present interest in phase shift keying communications systems using homodyne

detection, however, there is great practical difficulty in stabilising the lasing

frequency of an independent local oscillator and then locking its phase to that of

the signal zero. The four power scheme could be used to detect phase shifts in the

incoming signal without the necessity for the local oscillator phase to be locked to

the signal, provided the rate of phase change due to modulation was much greater than

that due to the difference frequency between the signal and local oscillator.

There is also a requirement for making accurate phase measurements in optical fibre

gyroscopes, and 3 x 3 directional couplers have already been used to improve their



sensitivity 151. This is another application of multiport measurement principles.

PHASE

MODULATOR SIGNAL SHIFT
LASER -Lx L (BRAGG CELL I --

S IN G L E r .......... ....--- - ... ..-
FRE UENCY Ph

g

REFERENCE F FqP

Pf

MULTIPORT

Figure 5. Experimental arrangement to demonstrate multiport measurement
principles. This is a homodyne system with the local oscillator and sig-
nal beams taken from the same light source.

Experimental Work

in order to investigate a simple multiport circuit experimentally we have chosen the
four power measurement scheme discussed here and are building a homodyne system to
make relative amplitude and phase measurements. The arrangement is shown in figure
5. To avoid the problems of stabilising the frequencies ot the local oscillator and
signal we have derived both from the same source, a one milliwatt single frequency
helium-neon laser. We have used bulk optics and free space propagation in our ini-
tial experiments for flexibility and to avoid the problems of maintaining polarisa-
tion, although it is envisaged that a production detector would be made in integrated
form. After splitting the light into local oscillator and signal beams the signal
is attenuated using neutral density filters and modulated using a Bragg cell. The
two are then recombined in the block of four beamsplitters comprising the eight port
detector. Photodiodes detect the four output powers. Since the wavelength of light
is 0.6 microns and we intend to measure phase to an accuracy of a few degrees the
system must be stable to about about 10 nanometers. To minimise these difticulties we
have chosen a balanced system where only the relative path lengths are important.
Piezo electric crystals are used to maintain the position of the beamsplitters to
tine resolution, and these will eventually be controlled by a microcomvu-er which
will keep the system in alignment and calibration. A Plezo electric movement is also
used to vary the phase of the signal beam. The Bragg Cell limits modulation
bandwidth to 3 MHz, so the first experiments have been performed with I microsecond
pulses at about 15 KHz repetition rate. The statistics of these measurements will
eventually be fed into the microcomputer to be analysed. To simulate a viable com-
nunication system work would have to be done at higher frequencies.

Initial trials show accuracy to about five degrees of phase and ten percent in ampli-

tude with a signal 2nergy corresponding to about 10
5 

photons in each pulse, although
the system has not yt been properly calibrated. At the time of writing no work has
been done on reducing the noise.

Quantum Theor y

Inevitably we are interested in the noise performance of muLtiports and the parame-
ters dictating this. At optical frequencies the fundamental noise source is the
quantum mechanical statistics of the detection of photons, so a few results of the
the quantum theory are presented below, although a detailed analysis would be out of
place here.

The quantum mechanical noise in making a measurement is determined by both the state
of the system and tne operator corresponding to that measurement. In a communication



channel we imagine the system we are measuring to be the electromagnetic field enter-
ing the detector, the state of which depends on the message sent by the transmitter.
We consider tne quantum measurement to be complete when the signal has been amplified
in some way, for example by photoemissive detection and avalanche gain in a photomul-
tiplier tube, so that it can be considered classically, and in principle measured as
accurately as we wish.

There exists a well developed theory of quantum optimum detection which is concerned
with choosing the best measurement operators, given a set of possible system states
with their probability distribution, and a cost function for the noise of the ineas-
urement. An excellent coverage of most of the results of this theory is given by
Ifelstrom [6] (see also [7] for a shorter introduction). Unfortunately not many
results exist for the translation of these abstract measurements into a physically
realisable experiment, however, some important cases have been solved [8,9,10,11,
also 6 pp. 160-165). Even for measurements for which the physical realisation of the
optimum operator is not known, the abstract theory still provides a useful yardstick
with whichi to evaluate the performance of real systems making the same measurement.

ie would like to know wnhat quantum operator corresponds to a given nultiport measure-
,nent. With this operator we can evaluate the multiport noise performance in abstract
quantum terms, gain a better understanding of the sources of noise, and compare the
perforoance of this measurement technique with that of the absolute quantum optimum.

As a starting point for our calculations we take an important theorem provided by
Yuen and Shapiro [ill , which gives a stepping stone between the abstract quantum
mceasurenents and the quantities we observe with an electronic detection system. This
theorem identities the photoelectron counting distributions from photoemissive detec-
tors, such as photodiodes or photomultiplier tubes, with the abstract quantum meas-
urement of the photon number operator. The equivalence of these two measurements nas
been assumed intuitively for a long time, but Yuen and Shapiro with work based on
that of Kelly and Kleiner L111 have given a proof [L3,111.

64e cearier a detector array of unit quantum efficiency with the rth surface detect-
inj ti,_ priotons from the mth port of our multiport. rhe photon number operator for
ti-e output field in tnhis port is then

in m n (12)

wiere is the photon annihilation operator for the single mode output field in the

:ntn port (proportional to the complex electric field operator) and bt is its Hermi-0

tian con3ugate, or the creation operator.

In the quant m nultiport problem we have a set of input fields with quantum states
described by tneir density operator, and a set of detectors which operate on combina-
tions of these fields. We assume that the electric field operator transforms between
til e inputs and outp uts of tile nultiport in the same way that the classical fields do:
via tir- scattrrilng matrix. Since the photon annihilation operators are related to
tue electrLc t iuld operators biy d normnalisation constant then these also transform
via tile scitterir I matrix. It h are the set of photon annihilation operators for the
output tie ds and r are the set of annihilation operators for the input fields, with

Hermit ian con3ulotis at and bU respect ively, then we have

G= a and bt = S (t [13)

1he justir scation tor this is ;-

- The +uantm tield operators transform in exactly the same way as the classical
ziuIt iport t ieids. This is analogous to the Heisenberg equations 01 notion for
op~erator trailstotliotioris in tine.

- The hiehav our ol the juanitm ultiport and classical multiport are exactly sini-
Lar when ti, input t ie< lds are a random superposition of coherent states. The

ci,)reit star- is tiim closest quantum aralog to the classical Stable oscil[a-
t ion .

Thte I i,d c1,m3Quti i tor btetween the output tel is is the saine as be tween the input
fIelds . 'iat I i the 1 1keId opera tors for d it fetirent output ports are independent
(th'y colmmute) . V.n Ne1uinn states that any canonical transtormation (one which
preserves the comnutator) cani he expre+ssed as a unitary transforatlion.

IrilS asSut .tion IS romtpdatihle with those already made in the literature shout
the nature ' beosplLittinj.

lie poto riumiher operator for each port is then

na) , - a) (14)

i l l |



. A ;I .oII ,ll N oF SEMICONDUC'OR LASE/R DIODES

;'h':]h ,namic range of the picosecond photoconcluctive switches allows the use of ultra-

e- ,tri -al ,-utpit pulses for a direct modulation of semiconductor lasers. A GaAs:Cr-
ic !_' Ind s;wlthi hiis been used to directly drive a GaAs:GaAIAs buried heterostructure

I~S',I 1- to study the transient infrared laser emission under ex- -emely fast carrier

i l 1 . t 1 ,1n ( S O e I l i 7 ) .

',,r put se, 
A va an( he

I I pho odiode

",o i:'t Vi SWitching of a laser diode by the

Ml " ] , oc'< LIsc ti AHot a GlaAs:Cr photoconductive switch.

_[.[ t Vd .n cit rapld ]aln modulat ion is emitting infrared pulses comparable in
width~ anl ,strongly synchronized to the electrical driving pulses. The short output pulses
,.4 the semiconductor laser have been analysed in time by a Synchroscan streak camera with

temporal resolution lb PS.
Ai has been elucidated by a simultanuous spectral analysis the emission of the buried
M:eterostruiture laser under ultrafast modulation is always multimode in contrast to w
driving condtions where clean single longitudinal mode operation is observed (figure 8).
rilyh by applying simultanuously a DC bias the laser emission remains single mode. However,

the emitted optical pulses are considerably broadened in time /44/. This temporal pulse
broadenin can be attributed to diffusion damping: homogeneously injected carriers as a
conse uence of spatial hole burning diffuse preferably into the center part of the trans-
vlse mode volume and give a contribution to stimulated emission even after switching off

of the electrical driving pulse. This pulse broadening effect which has also been observed

in gdin guided lasers /48, is of importance for the development of high-speed optical
communication systems, where transmission rates of 1 1 Gbit/s are planned in the near
future. Tie difficulty of pulse broadening possibly can be overcome by injection locking

45 or by the use of ultrashort laser diode cavities /48/.

8a _8b

-'. 'o'rpral ind spectral output for unbiased (8a) and dc-biased GaAs/GaAlAs BH-laser
(8b). For the unbiased operation (8a) the driving pulse amplitudes are 1.15 and
1-3 times the threshold value U, th.For the the dc-biased operation (db) the dc
-'Irrent is 1,6 times the threshold current Ith, superposed by pulse amplitudes of
1. tines the threshold value Upth.

T it ion of laser-activated optoelectronic switch with a Synchroscan streak camera
;-, f i iit,, 7) provides a very useful tool to study picosecond transients in light emitting

is inA so ,-onductor lasers at (;Hz modulation rates.
T-,' *Ietri-al drivin, pulses can be manipulated optically to form high frequency electrical-

rs (see next chapter) suitable for driving semiconductor lasers at high-bit rates
11 ,i ss £irler suippressiun of the so-called pattern effect /50/ and under control of

IXIt : n sicillatitns.



-1 tt lGl SPLED DEVICE CHARtA2'1'EP IZ.AT10ON
The arrangjement depictted in figure 4 can be extended to a general ) pto,21-tIr,;ini,-sat
system for the characterization of high speed electronic devices:
,)n one, hand the Iicosecond phot oconductive switch cmn be considered is so,;c, *cm i toiltiri-

snort electricdl pises, on the other hand it can be used as nit r~a: o samplin ;,it,- tcr
the me'asalreceIt "t extremely short eltectrical signals. Both capaiilit i-0: i in vo
I, two phi't colliiiIcti !nv; c ire .'otneted in serie2s withe-1 !. levi.-
,es ti Iatet i n hcet ween is soiwn inii f iire t 6.

PiLse, und __drive

Drde ivin

t; ~-l -ce: sac.i~i -n-. m i- we -4t

T'ic:h speed devic:e uinder test is driven by. the electrical oLutput 1101 es" of i fist J
t-cn~ljc lot. The etiect rical1 respon se ,f the device is sampled by a se: ond p',tocondactur
wh in: is strongly synchcroni sed to the driving photoconductor since but c are activated
ojpt~cill' by the samec picosecond pulse train. The measured crosscorrelation curve Q(T) is
a Oc"t00 lotion of the device response, the sampl ing photoconductor response and the opt ical
poise ltofie. The time-resolution of this optoelectronic sampling system is by an order
of iitic lii tidir than th at of conven-t tonal electronic sampli oo systems. Withi thiearranoe-
me nt skc to it in f ibure 6 for the first time the impulse response (25 ps IWIMN and the
Inter'l delay (19' rs) o' high sreed FET hias been directly measured' 27,. The most
widc' leI I onvent inn I approach to measore the speed of fast PE.Ts is to connect a number
-0 thoem in ai tandem conti ii ition in a ring oscilIlcc.tor to a string of iden tiral logqic gat es
Mti inVertfni S. 1Prom the r,'Sponse of the ring oscillator the individuial ieviie properties
-Ain b(,n iw only indirteti,. The time resolution of picosecond optical electronics has

i -n exttn i: I to the subpicosecond regime by an electrooptic sampl ing t chinique which uses
I ti ivetlinuv wane Pockeli cell in conjuinction with a subpicosecond laser system ,43/.

i~e i o mane f thle picosetond optoel ectronin samplincu is compared in table 3 to thtat
-Ie oent ona il pure electronic measurement scheme and to that of a more future approach

it "sipercooI~dictiog electronics" instrumentation.
Fe mcost Ittra,",ive features of picosecond optoelectronics as high speed, largle dynamic
r ";. e", neglliiible jitter and very high sampling rates allow an efficient sig4nal averaging
-'r thei measurement of extreme ly low level signa Is without reO~jiriog high speed external
ceetri-cui circuitry, U~nlike to,- a superconductive electronics approach, which uises Joseph-

tc tot ions and SQo Ills (Superconducting Quantum Interfe-rence Devicos) as ultrafast
.1i',the picinsecond optoelectronic measurements are, nor res tricted to extreme li low

.1li rt inl tempoeratucires.

It i seed electronic measurements schemes (after /25/)

Ile thod Conventional Superconducting Picosecond oiptical1
Elect ronics Electronics Electron ins

lost romeo- Pulse Generato r :,igiiid-hel iumn cw - or single
tation , Sampling environment pulse (s) picosecond

Lcope Josephson- laser
3 unctions ultrafast optoelectronic
SQUID switches
logic gates

t ncw 5

time1 speed 25 ps 20 s . s 40 ps

Dynami _1 V 10-10 V 10-10 v 10-101 V

Sampling 10 
6 
Hiz ?o

8 
Hz M 10H bias voltage

Rates dependen t
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4. OPTOELECTRONIC SAMPLING TECHNIQUE FOR HIGH SPEED MATERIAL CHARACTERIZATION
The simplest way to determine the transient response of a photoconducting material is the
analyis of the electrical signal monitored at a fast sampling oscilloscope, which is a con-
volution of the optical pulse width, the impulse response of the sampling head, connectors,
transmission lines and the time material response. Since most of these are not known pre-
cisely, it is difficult to estimate the true detector response by deconvolution. For
characterizing materials and devices with response times below 25 ps conventional elec-
tronic instrumentations cannot be used.
A new optoelectronic sampling technique originally developed by D. Auston and coworkers
/4,17/ which uses ultrafast photoconducting devices, however, is capable to measure elec-
tronic signals with picosecond time resolution.
The principle of this measurement technique for material characterization is sketched in
figure 4. Two photoconductors are connected in series on the same top electrode of a micro-

strip transmission line. A pulse train of a mode-locked picosecond laser is split up in
two parts to activate the first gap photoconductor and after a variable delay T the se-
cond gap photoconductor on the microstrip transmission line top electrode. The electrical
signal of the first photoconductor propagates along the microstrip electrode and can be
sampled quasi-optically at the second gap by the delayed picosecond pulse with a gating-
time comparable to the optical pulse width (typically 3-5 ps in synchronously pumped
mode-locked dye lasers). The integrated charge Q(T) sampled at the output side of the de-

vice as a function of time delay T is proportional to the convolution of the responses
of the two photoconductors /4/

Q(T)ct /U(t)Ult+T)dt (4)
If the two photoconductors are identical and the two gaps are of the same dimensions Q(T)
represents the autocorrelation function of the material response. From the half width
(FWHM) of the autocorrelation function TACF the real pulse width Tp of the electrical
signal can be deduced by

Tp = A.TACF
where A is the factor in the order of unity which depends from the pulse shape (A Il
z 0.7 for a Gaussian pulso profile.
Figure 5 shows the autocorrelation functions measured on SOS-photoconductors irradiated
with different doses of 150 KeV 0 -ions /11,46/.

Ion-beam bombarded sutton-on-sapphire

QIT 1 - 10 (rryf' 0 (015MeV)

0-- 10'*c z0 (015MeV)

05 ATACF

vo cIonfguratoons -100 0 100 T (psi

Figure 4 Figure 5
Optoelectronic sampling technique for Autocorrelation traces oytained by opto-
high speed material characterization electr,nic sampling of 0 -ion beam bom-
/4,17/ barded silicon-on-sapphire /46/

In practice complications arise from electrical reflections by impedance-mismatch at the
coax-microstrip connections.
Additionally it has to be taken into account that unsymmetrical electrical pulses propaga-
ting along microstrip transmission lines can be broadened or compressed as a consequence
of frequency dispersion /47/.
By an integrative lock-in measurement of the transmitted charge Q(T) with typical inte-
gration times of Is a signal-to-noise ratio of 10' has been achieved for mV-electrical sig-
nals /1,17/.



Table 2
Comparison of performance parameters of standard semiconductor junction photodiodes and new
photoconductive photodetectors.

Material Sensing Rise- Response- Spectral References
type time time range

,ps ps,

Si PIN 35 50 0.3-1.1
Si APD 85 120 0.3-1.1
GaAs/GaAlAs APD 75 1O 0.4-0.9
Ge PIN 50 75 0.5-1.8
a-Si PC .5 10 0.3-1.1 3,4
Si (RD) PC .5 5 (0.01)-1.1 17,40
GaAs:Cr PC <5 60 0.4-1.0 8 - 12
InP(RD) PC <5 5 0.6-1.5 18,19
p-InGaAs PC .40 70 1.0-1.7 14
,-Ge PC 50 7
CdSe PC 20 22

Abbreviations:
PIN.. .p-i-n-type rhotodiode
APD... Avalanche-t pe photodiode
PC ... Photoconductive photodetector
RD ... Radiation damaged material

SOS-PD Si-APD SOS-PD GaAl :Cr-PD

3a 200 psidiv 3b 50 ps/div3c 50 ps/div

Figure 3
Photoresponse of picosecond photoconductive detectors activated by the pulse-train of a
synchronously pumped mode-locked dye laser:
a) Comparison of photoresponse of SOS-photoconductive detector with that of a commercially
available Si-APD; b) Response of SOS-photoconductive detector; c) Response of GaAs:Cr
photoconductive detector.

As can be seen from table 2 the advantage of the new photoconductive detectors over con-
ventional junction type photodetectors is their high speed performance.
Figure 3a) shows the photoresponse of a photoconductive SOS detector (left signal) as
compared to that of a commercially available "fast" Si-avalanche-photodiode when a pico-
second pulse train of a synchronously pumped mode-locked dye laser (individual pulse width
= 4 ps FWHM} is monitored on a fast sampling oscilloscope (Tektronix 7904,7T11). As can
be seen from fig. 3b) where the response of the SOS-photodetector is monitored at an ex-
panded time scale (50 ps/div), the signal is limited by the specified risetime of the fast
sampling head (25 ps). The actual pulsewidth of the photoconductive detector response has
been determined by an optoelectronic autocorre'ation technique (see next chapter) to be
115 ps.
The undulations observed at the trailing edge of the signal are due to electrical reflec-
tions from the microstrip-to-coax connections.
Figure 3c) shows for comparison the temporal response of a GaAs-Cr photodetector. Again
the observed risetime is limited by the speed of the sampling head and the cable connec-
ting network. The pulsewidth is determined to be about 60 ps (FWHM). The trailing edge of
the electrical pulse shows an undesired tail which can be attributed to multiple trapping
of the photocreated carriers.
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Photoconducting materials and their applications for picosecond optoelectronic switching

Table 1

Material Technology Switching Switching Applications References
S ..d* Amplitude*

[v]

Si(intrinsic) R<10 10' (s) High voltage switching 1, 37
Si:Au RT<40 104 (S) Microwave generation 2, 32

Synchronisation of streak camera 29, 38
Jitter-free driving of Pockels cell 30, 42

a-Si EBE <10 10
- 2 

(cw) Material characterization I - 6
CVD 20 5

200 11

Si(SOS) RD(O0,D,p+) <20 5x10
- 

(cw) Picosecond rkhotodetection 17,11,45
Picosecond [V-x-ray photodetection 39,40
Picosecond sampling 17,28
High speed device characterization 27, 28
High-bit-rate electrical code generation 41

GaAs:Cr RT40 8x1O' (s) High voltage switching 10
Microwave generation 31

10' (cw) Active mode-locking of dye laser 42
RT<1 10-1 (cw) Subpicosecond sampling 43
60 2 (cw) Direct modulation of laser diodes 12,44

2 (cw) Synchronous mode-locking of laser diodes 45

p-InGaAs 70 5x 102 (cw) Material characterization 14

InP:Fe 70 5x1C7 2 
(cw) 13,20

<10 10' (s) High voltage switching 15

InP RD (P) + <100 Infrared ps-photodetection 18
RD (3He ) RT< 1 Picosecond photodetection 19

.-Ge LA 50 5x10
2 

(cw Material characterization 7

CdS <200 5x1O 21

CdSe 20 2x10
-

1 (cw) Picosecond photodetection 22

Abbreviations:
Technology: EBE.. .electron-beam evaporation

CVD... chemical-vapor deposition
GD ... glow discharge
RD ... radiation damage (ion bombardement)
LA .. .recristallisation by laser annealing

Switching speed: RT... rise time
Switching amplitude: (s) ...single pulse operation

(cw) ...high repetition rate operation

• Approximative values as given in the cited references or estimated values if not given

expi icitely.

i. PHOTOCONDUCTORS FOR PICOSECOND PHOTODETECTION
The most direct application of the high-speed photoconducting materials is their use as de-
tector for picosecond light pulses.
The detection of such ultrashort pulses, however, is usually more difficult than their ge-
neration. In colliding-pulse mode-locking ring dye lasers light pulses with 60 femtoseconds
duration (6x10-

14
s) can be generated which can be measured only by nonlinear optical auto-

correlation techniques. The fastest semiconductor junction detectors have response times
which are by three orders of magnitude higher than the achievable time range of optical
pulse techniques. Response times of 50 ps (FWHM) have been reported for Si-PIN photodiodes
and 100 ps (FWHM) for GaAs heterostructure avalanche photodiodo.s. The response times of
the new type of photoconductive detectors are by one order of magnitude shorter, as can be
seen by the comparison of performance parameters listed in table 2. The spectral response
of the different photoconductors is ranging from X-ray (ion bombarded SOS films) /40/ to
near infrared (p-InGaAs /14/).
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In materials with a high intrinsic or externally induced density of recombination and
trapping centers the electron-hole pairs which are generated by optical band-band ab-
sorption can recombine or can be trapped within some picoseconds (= 10-

1 2
s) /33,35/.

This kind of semiconductor materials in general is undesired in conventional microelec-
tronics where high purity materials are required. The carrier lifetimes of pure direct
gap or indirect gap semiconductors are typically ranging from nanoseconds to microseconds,
the carrier mobilities can range up to P = 1000 - 10000 cm2V-Is

-1 
/ 36 /.

Thin amorphous semiconductor films as a-Si generated by electron-beam evaporation (EBE) or
glow discharge (GD) on insulating substrates generally have an intrinsic high density of
recombination centers (1020 - 10'

6
cm

° 3
) /5, 6 / and exhibit typical carrier lifetimes in

the order of I - 100 ps / 1-6 /. Their carrier mobility is strongly reduced to values
1 cm2V-Is

- I 
which leads to a poor photoresponse. Transport measurements of these

,i-Si films indicate that the transient mobilities are due to extended-state conduction
/ 5,6 /.
Better results can be obtained by radiation damaging of thin silicon-on- sapphire (SOS)
layers, which exhibit similar high speed, but mobilities which are by one or two orders
higher than those obtained in amorphous films. By a variation of the radiation damage
dose (ion implantation or electron-beam bombardment) the carrier relaxation time can be
tuned externally in a controlled way, while in amorphous films the transport properties
are intrinsically given by the production process / 5,11/.
Figure 2 shows the variation of carrier lifetime i(a) and carrier mobility "(b) in sili-
con-on-sapphire (SOS) layers under different doses of 0

+
- or D+-ion bombardment /11/.

By applying ion-particle beam implantation with decreasing particle energy on the same
sample, the degree of damage can be dispersed uniformly throughout the entire film thick-
ness (I 4m).

Ion-beam bombarded silicon-on-sapphireIon-beam bombarded silicon-on- sapphire

(ps) 50
50so 0015 MeV 0' 0 o 01SMeV 050 0.22 MeV D 10 " . 022MeV D*

5

30

20 0 10
20s

15 0

01

112 1613 1014 115 1012 013  10'
Dose (cm 2) Dose {Cm-J

2b

Figure 2
Variation of carrier relaxation timy : (fig. 2a) and carrier mobility i (fig. 2h) versus
doses of ion bombardment (150 KeV-O ions and 220 KeV-D ions respectively)

';ignificant higher mobilities are obtained in chromium(Cr)-doped GaAs (dopant concentration
10 17 - 1 ]8 cm

- 3
) which standardly is used as substrate material in some microelectronic

devices. The photoexcited carri ,rs are trapped within 60 - 70 ps due to the high Cr-concen-
tration. The GaAs:Cr photoconductor can be driven at high repetition rates with a remark-
able high dynamical range. Under activation with the continuous pulse train of a modelocked
dye laser electrical pulses with a pulse width of 60 ps (FWHM) and a signal amplitude of
. 2 V can be generated at repetition rates of 100 MHz /11,12/. GaAs:Cr photoconducting
switches have widely been used for high voltage applications: High voltage peaks up to
10 kV can be switched on with picosecond risetimes /10/. Similar good results have been
obtained with F'e-doped or ion-implanted In) /13-19/.
Pioneering work on high speed photoconductive switching in silicon has been published by
D. Auston and coworkers (Bell Laboratories, Murray Hill, USA) /1-6/. Important contributions
to high voltage switching by photoconductive devices have been given by G. Mourou and co-
workers (University of Rochester, N.Y., USA) /10, 26 /. Further work on picosecond photocon-
ductivity and its applications has been published in a large number of papers during recent
years.
Table I gives a general overview on photoconductinq materials and their applications as rc-
ported by various groups.

II I II I I II II .
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2. PHOTOCONDUCTING MATERIALS FOR P COSECOND OPTOELECTRONIC SWITCHING
SLarting points for the realisation of ultrafast optoelectronic switches on one hand have
oeen the availability of picosecond laser pulses on the other hand the discovery and de-
velopment of suitable photoconducting materials with extremely short carrier lifetimes.
Figure 1 illustrates schematically the configuration and principle of operation of a
simple photoconductive switching device:

Photoconducting
Microstrip film

e(ec trodes /

Picosecond
laser pulses Substrate Eh

Microstrip Detector Ground plane

electrodes area
vss

c'aP s~pulsesd" 
.

/ 

U l t r a s h Or t

V8icrotri 

eletrcrala r\ .o eu,.,

Bisoelcrlpl se.e Thpnsru(ihtao essacrsseto

of~~ ~~ th eie1. eetoewdh .substrate thcns, ... rea

Ground plane substrate

Phtocnductng

Figure : Principle of operation of high speed photoconductive device:
o picosecond laser pulse is switching the photoconductivity in the
microstrip electrode gap which leads to the generation of an ultra-
short electrical pulse. The insert (right above) shows a cross section
of the device (w... electrode width, h...substrate thickness ' the ... rela-

tive 
permittivity)

it consists of a thin photoconducting film on an insulating substrate which is covered
"n both sides by metallic electrodes to form a microstrip transmission line configuration.
The top side microstrip electrode exhibits a gap of appropriate dimensions (depending from
(,ephration voltage) which serves as detector area for the focussed picosecond laser pulses.
For low voltage operation typical gap widths are ranging from 

= 
vt - 50 m. The charac-

teristic impedance of the microstrip transmission lone is determined by the top electrode
width w, the thickness of th setiee pk h and the relative prmittivity of the substrate

(see insert of figure i) and is matched to the external lo y] circuitry. Both ends of
ime top electrodes are attached to standard microstrip-to coaxial connector (e.g. 3 mm

i;M) to provide an optimum high frequency transmission behaviour. At the input side of
trif phutoconducting 

device a 
bias voltage 

VB is applied. 
When the 

active detector 
area

el hit by a picosecond light pulse the electrical conductivity in the gap is increased by
svcrl orders of 

magnitude 
and at the 

output side 
of the device 

appears an 
electrical

ilse with an extremely short risetime. The peak abpind the temporal width are
dfternainrd by the transient mobility and lifetime of the optically induced carriers. The
impuse response of photoconductors in transmission lines is analysed in detail in ref.Q ua litatively an infinitely 

short optical 
excitation 

pulse of 
energy Ep 

generates

NO = 2.en(1-R) • .1-exp(-.t/d)] Ep/2 (),]<'rn- ( e pairs, whereby - .is the quantum efficiency 
for free carrier production,

t optica l reflectivity 
of photoconductor, 

, the absorption 
constant, 

h. is the photon

n r q a n d d i s 
th e th ic k n 

e s s o f a c 
t iv e p h o to 

c o n d u c t i n 
g l a y e r .

The induced 
photocurrent 

is given 
by

I (t) 
-2e i-no.E A -exp( t/ T) 

(2)

whereby is the carrier r laxation time (lifetime) and
e 4.8-10- 0 ESI electron charge

LL ["e-ah)/2 average carrier mobility (indices e and h designate electron
and hole respectively)

no
nn

(l 
0 No /

V carrier density (V... light absorbing volume)
EB -VBiI electrical field strength on the top electrode gap (1.. .gap

width, VB .. bias voltagel)
A w • d cross section of current leading region

According to relation (2) from the photo-response of the ultrafast device, measured as
voltage signal

Ut= UO * exp(-t/T) I Ro . IM(t) (3)
on the input impedance Ro = 50 of a fast sampling ospilloscope, can be deduced the
transient mobility and carrier relaxation time of the photoconducting material.
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PICOSECOND PHOTOCONDUCTIVE DEVICES FOR 1 10 Gbit/s OPTOELECTRONIC SWITCHING*-

G. VEITH, Standard Elektrik Lorenz AG, Research Center (ZT/FZNG), Hellmuth-
Hirth-Str. 42, D-7000 Stuttgart 40, FRG

Semiconductor materials with a high density of recombination and
trapping centers exhibit extremely short carrier lifetimes in the
order of I - 100 ps and have been the base for the development of
high speed optoelectronic switches. These devices are activated
by picosecond laser pulses and can be driven nearly free of jitter
with respect to the optical excitation pulses. They show some unique
properties as picosecond risetimes and response times and can be
operated within a relatively high dynamical range (10

- 5 
- 104 V).

This article gives a review on the wide field of possible appli-
cations of the ultrafast photoconductive switches: They can be
used as photodetectors for picosecond light pulses as well as
sampling gates for the characterization of high speed electronic
and optoelectronic devices. In some experiments which are dis-
cussed more in detail the author demonstrates the capability
of this type of photoconductive switches for the generation of
picosecond infrared pulse trains in laser diodes and for the
generation of high-bit-rate electrical codes for use in Gbit/s
optical communication and sensing systems, for logical switching
and for testing purposes of high speed electronic instrumentation.

1. INTRODUCTION
The electrical conductance of a semiconductor material can be increased by several orders
of magnitude if a picosecond light pulse is used to generate an electron -hole plasma of
high density by optical band-band absorption. With modern mode-locked picosecond laser
systems single pulse powers in the order of 1 kW (cw-systems) to 1 GW (single pulse
systems) are available within the whgle optical and near infrared spectrum so that ex-
tremely high plasma densities of 1018 - 1020 cm

3 
can be achieved. D. Auston /1,2/

was the first to use high power picosecond laser pulses for the switching of photocon-
ductivity in intrinsic silicon (Si). Due to the nanosecond lifetimes of electron-hole
pairs in the intrinsic material the optically excited electrical pulse has been switched
off by a second picosecond pulse at a longer wavelength (N = 1.06 4m) which has been
used to short-circuit the biased electrodes.
For the realisation of a high frequency operating photoconductive device it is, however,
desirable to use a self limitating material, whereby the switching speed is defined by
intrinsic properties of the semiconductor material itself. These properties of short
carrier lifetimes and automatically switching off were found by different groups in
several materials with a high density of recombination and trapping centers for the photo-
excited carriers: amorphous materials (i-Si, -Ge)/1 - 7/, heavily doped materials (e.g.
GaAs:Cr, InP:Fe, Si:Au)/ 8-16/ and ion bombarded materials (Si-on-sapphire, InP) /17-20/.
The new high speed materials in connection with the availability of picosecond- and femto-
second-laser systems /23,24/ led during recent years to a large number of papers in the
new field of picosecond optical electronics /25,26/. This new technology uses the pico-
second time resolution capability of ultrashort optical pulses for characterizing ma-
terials and devices which operate at such high speed that conventional electronic in-
strumentation is not capable to measure their responses /27,28/. As additional advantage
the new photoconductive devices operate within a large dynamical range with neqli,ible
jitter allowing the measurement of low level signals (10 4V) as well as of hiqh voltaire
peaks (10 kV) without significant loss of speed. This, furthermore, makes its use possible
for a jitter free driving of electrooptic modulatDis or optoelectronic devices for a
stable synchronisation of instrumentation in connection with time resolving optical
picosecond experiments /26,29/. High voltage optoelectronic switches have also been ;sed
to synchronize Pockels cells for pulse compression of high power laser pulses in connec-
tion with laser fusion experiments / 30 / or for the generation of X-band microwave
pulses /31,32/. This article does not deal with high voltage applications.
In the next chapter technology and operation of picosecond optoelectronic switches will
be described.
The following chapters give an overview on some interesting low voltage level applications
with special regard to experiments performed by the author and his coworkers concerninc
the direct modulation of i-ser diodes and the generation of high-bit-rate ele ctrical codes
by picosecond optoelectronic switches.

* Experimental work presented here in part was performed at the Max-Planck-Institut fur
Festkbrperforschung, Stuttgart, FRG, under financial support of the Max-Planck-Gesell-
schaft (MPG) and the Deutsche Forschungsgemeinschaft (DFG) and in part at the Tech-
nische Universitat Wien, IAEE, Vienna, Austria, under financial support of the Austr'ian
"Fonds zur Fbrderung der wissenschaftlichen Forschung (FWF)" under project no. S22/10.

* Paper presented at the AGARD-AVP specialists' meeting on "DIGITAL OPTICAL CIRCUIT
TECHNOLOGY", Schliersee, Fed. Rep. Germany, September 1984
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DISCU SSION

R.MacPherson, Ca
On your measurement diagram of the 10) photons per point and the several Itousand points there seems to bc Some
sort of three-fold symmetry in that pattern. Is there any significance in that?

Author's Reply
I have noticed the three-fold symmetry and haven't had time to work out why that exists yet - the results are sery
recent. The honest answer is, I don't know. It could at the moment he system imperfections because we are by no means
anywhere near the quantum limit there. I suspect that's the answer, but I don't knm. I'm not ignoring it - I just don't
know the answer.

J.W.Haus, US
l)o you expect to be able to measure squeezed states with this apparatus, and how much is the squeezed signal then
degraded by the apparatus itself? Can you measure minimum uncertainty states'?

Author's Reply
Certainly this sort of measurement scheme would be very sensitive towards squeezed states. We can imagine the noise
distribution in an x-y measurement would become asymmetrical and that would come up very clearly as a sort of non-
zero correlation in x and y measurements. So the answer is yes. it would be sensitive to that sort of measurement. As far
as degraded is concerned, theoretically it's only degraded according to the quantum limit on determining what
measurement you want to make on it: so in some sense no, but then practically it can be more difficult.

J.W.Haus, US
Well suppose you have a squeezing factor of two in one direction as compared to the other. Would your apparatus be
able to pick it up'?

Author's Reply
Theoretically it could pick it up - because if you remember those diagrams where I just had a fixed phase and had a
spread of points on the phase and amplitude diagram. That would come up as an ellipse.

J.W.Haus. US
Was that spread, though, consistent with minimum uncertainty of the state'?

Author's Reply
The spread you saw there was a long way from the quantum limit. The noise performance of the experiment still needs
to go a long way yet before we measure quantum noise itself. That's just to show our interest.
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Conclusions

We have shown how microwave multiport techniques may be extended to optical frequen-
cies to realise potentially useful measurements, and are iurrently builling a homo-
dyne experiment which demonstrates these principles. The system has not yet been
calibrated so figures on its noise performance are not available, however, we would
like to obtain good enough performance to allow the measurement of quantum noise.

A quantum aechanical approach to optical multiports has been outlined, and some of
the implications of this touched upon. In particular, we presented the quantum
operator corresponding to the measurement made by a symmetric four power detection
scheme aimed at determining the complex amplitude of a signal. This multiport meas-
ures the 'probability operator measure' characterised by a resolution of the identity
into coherent states (equation 18). The importance of the quantum theory is that the
noise statistics are determined by the quantum state of the weak signal field rather
than the local oscillator shot noise and these could, therefore, be far from Gaussian
or Poisson in the most general case. This could have important consequences on sys-
tem performance if Shapiro or states with sub-Poissonian photon statistics, became
available for use in real systems.

The performance of our multiport equivalent quantum operator in measuring the phase
of a coherent state signal falls short of the quantum optimum since the multiport
inherently measures both amplitude and phase whose quantum operators do not commute.
This raises the question as to how the optimum phase measurement may be made, and
suggests that a general analysis of optical multiports with one photon, two photon,
and higher order detectors would be worthwhile.
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Figure 6. Comparison of multiport phase measurement with the quantum
optimum. The probability density of measuring the correct phase is
plotted as a function of the signal energy in photons (a coherent state
signal is assumed). The multiport performance falls short of the quan-
tum optimum becuase it makes a simultaneous measurement of non commuting
phase and amplitude operators.

The performance ot our multiport in measuring the phase of a coherent signal can be
compared to that of the quantum optimum estimator. The probability operator measure
for optimum phase estimation is characterised by the resolution of the identity
(6;pp. 243-248,22,23] J ild - 1 (28)
where

00

I ) = }Zexp(jnO) In) (29)

n=0

and In is a number state with n photons. We call 10) the phase states. The proba-
bility density for phase measurement is then

Prob(O) = 2w L 30)

Putting s real, writing the coherent state Is) as a superposition of number states
and using tne orthogonality property of these gives

2
Prob($) : " r 2xl-r (31)

This is also plotted in figure 6.

The multiport phase measurement performance falls short of the quantum optimum, how-
ever, no scheme has yet been suggested for realising quantum optimum phase measure-
ments. The basic reason for the sub-optimum performance is that a multiport
inherently gives both amplitude and phase information about the signal, but the quan-
tum phase and amplitude operators do not commute [24]. By measuring both variables
simultaneously one introduces excess noise in each measurement. In order to reallse
the optimum phase measurement it is necessary to use the full quantum theory of the
field, rather than the semiclassical shot noise detection model, in order to exploit
the properties of the extra dimensionality thereby introduced. There is more
interesting work to be done on this problem.
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As the quantum efficiency of the detectors reduces so the quantum statistics of the
signal state become masked in Gaussian noise, and the signal state can not be dis-
tinguished from a conerent state. This turns out to be true for all multiport meas-
urements. We continue to consider tire ideal case with k = i.

It can be shown that if the signal is in a coherent state or a random superposition
of coherent states, then the noise behaviour is exactly the same as that predicted by
the semiclassical Poisson process model. However there exist states of the quantised
field which have no classical analog 114,15,16i and in this case the semiclassical
detection model no longer gives tire correct noise statistics. There has been a lot
of literature published recently on possible schemes for generating non-classical
states, although only two experimental sightings have been made so far [17,18,19 .
The attraction of non-classical states is tile possibility ot noise reduction. For
example the two photon coherent states discussed by Yuen [201 and Shapiro [21,13,11)
have reduced uncertainty in an 'in phase' measurement at the expense of increased
uncertainty in the 'quadrature' component. There is also interest in states which
have sub-Poisson pnotoni counting statistics (with variance less than the mean) and
hence reduced noise in a direct detection application.

The fully quantised model ot multiports is not only essential for correctly describ-
Ing the detection statistics of non-classical quantum states, but also provides a
sore attractive representation of the nomodyne measurements than the seiclassical
model .

Phase Measurements

We are particularly interested in phase measurements using optical multiports and
their possible application to optical communication systeims. In a two level phase
shift keying system a decision has to be made only between two alternatives; com-
plete knowledge of the phase of the signal is not necessary provided the local oscil-
lator phase is locked to the signal zero phase. In -his case a single beamsplitter
will form a suitable mixer for the signal and local oscillator. However, if the
actual value of phase has to be estimated (in an analogue sense) then at least three
power taeasurements are required. The detection scheme we have outlined here uses
four measurements. To evaluate the performance of the multiport in measuring phase
we can choose any of the criterion of maximum likelihood, minimum variance, or any
other Baye's cost function. We consider the likelihood -) 7easuring the correct
phase value, or in other words, the value of the signal pi:asc aeasurement probability
density function at the value of phase originally sent by the transmitter.

Our multiport aeasures the probability operator measure characte.rised by the resolu-
tion of the identity J Jy-(-r L d 2r =1 (22)

W

:io that it the signal fieI is in state Is) then the probability density function of
;aeasuring the in phase and quadrature components to be r, and r 2 respectively is

2
Proo(rr,r 2 ) = lkLs)L 2

- (23)

where r = r, + jr 2 . If Is) is a coherent state then this becomes

Pro1~r - exp(l-Ir-sI ) (24)
l~r2) W

Since we aLe interested in neasuring the phase ot the signal, but not its amplitude
we transtorm to polar coordainats.

r = Irl exp(j1) and s = ISI exp()O) (25)

in is tile phase ot the siqnai i imi s . ar mu Iltiort estimate of ". The probability
dLstr bat ion (or 0 ,n1i r is

Protl) r ,O) = I e xp ) (Fr + sI - 21rIsI L O -e) (26)

To obtain tie-? pr,)iAi I I ity istrt lhutlln tor a me a s u relllen t o[ 0 alone this is
integrated Over Irl. The pr jl),,t, ility deisity Is Ireatest when 6 = 9 and the estimate
iS unlblas-d. Puttlng 0 = H d 101 - t,. i;rt 1 10 1 ,JiVI~s

Lrb( ,r'j j L23jjPet~€ [~i t .- t Is ) + . . .exv( l )(

The value st tills naxilum ilK.' 1h,1o(| n.t Is ilott-,' as a function of Isl 2  
in

tIijare. f. SI
2  

Is the av,,rag(' Numb r )t [, ot)ns in coherent seate Is).

A.i --..nll~HW --II



The statistics of the photoemissions from all the detectors are then identical to
those of a simultaneous measurement of all the N . A complete analysis must include

the simultaneous measurements to allow for the possibility of correlation between
different ports. The state of the input fields is described by their density opera-
tor, which is assumed to be the tensor product of all the separate density operators
for each input port field.

We will not give a detailed derivation of the multiport photoelectron counting
statistics, but will present the results of one example using the four power measure-
ment multiport. We investigate homodyne detection with a strong local oscillator,
entering port a, so that this dominates over any of the other signals into the mul-
tiport. We have one input into port b which is our unknown signal. The signal field
may be in any quantum state and we wish to estimate its complex amplitude. All other
inputs to the multiport are assumed to be in the coherent ground state or,
equivalently, the zero number state.

As before the scattering matrix can be split into a forward half and reverse half.
Furthermore we adopt similar processing to equations 10 and 11 and take the differ-
ences in the outputs

r= - (Pe - Pf and r2 = u (Pg - P h (15)

The algebra in deriving the measurement statistics for r1 and r2 is rather long, but

follows a similar line to the analysis of homodyning using a single beamsplitter but
with multimode fields given by Yuen and Shapiro [Il1. It will not be repeated here.

The result is that the multiport measures the probability operator measure character-
ised by the resolution of the identity into coherent states (for further explanation
of this see for example [6] pp. 53-55 and pp. 128-133) In other words if the signal
field is in state Is> then the probability of measuring the complex amplitude to be
rf+jr 2 is

Prob(r,,r2 ) : ( (slr 1 +Jr2Y (r1+Jr 2 s>

I I(r,+jr 2,s)1
2  

(16)

where jr,+jr2 > is a coherent state with

Ir1+jr 2 ) = (r11-jr 2) r,+jr 2 ) (17)

The coherent state resolution of the identity is

1!1 d 2 (18)

where the r integration is over the entire plane (r,,r 2 )

Using this we have immediately

Prob(r,,r 2 ) dr 2 dr 2  1 (19)

as must be the case for a proability distribution. We see that, for our multiport,
the projection of the system state onto the coherent state of given complex amplitude
gives the probability of measuring the signal to have that complex amplitude.

Thus the statistical nature of measurements made by our symmetric four power measure-
ment multiport have been described in purely abstract quantum terms, and this charac-
terisation holds regardless of the state of the quantum signal entering the measure-
ment port b. In fact our multiport homodyning measures the same operator as a con-
ventional heterodyne receiver [IIJ. It is interesting to note that in this model the
noise is due to a quantum measurement of the signal field rather than the local
oscillator shot noise. We thus have to consider rather carefully the signal state
when evaluating the performance of a detection system as the noise in the detectors
is not in general uncorrelated or Gaussian.

If the detectors have sub-unity quantum efficiency then we have to take this into
account in the estimate of the incident signal amplitude. If the estimate of the
complex amplitude is r1+jr 2 and the quantum efficiency is k then we must adopt the

processing
1 1= k-a- (Pe - Pf) and r2 = (P - P (20)

The noise statistics of this multiport measurement are exactly the same as with the
unit quantum efficiency case except with superposed classical Gaussian additive noise
of variance
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An integration of both devices - the GaAs:Cr optoelectronic switch and GaAs/GaAIAs
heterostructure laser - should be possible on a common (GaAs-) substrate. A fast electri-
cal modulator wich can be driven externally without requiring high-speed cable connections
and a fast light emitting device thus could be integrated monolithically. This combination
could be realized also using other semiconductor materials (e.g. InP:Fe switch and
InGaAsP/InP laser diodes) and may be of interest for high speed integrated optical circuit
technology.
If the ultrafast driven laser diode of figure 7 is located within an external cavity,
matched in length to the pump pulse sequence, a synchronous mode-locked operation of the
semiconductor laser can be achieved ( figure 9) /45/.

10 optical puLsel

train

GaAs: C extended cavity Synchronously
switch_ mode-locked IR

6-Jelectrical
pulse train

AR coated bandwidth' movable
laser diode filter mirror

Figure 9
Synchronous mode-locking of a semiconductor laser by a picosecond optoelectronic switch

As pump laser for the optoelectronic switch can be used an actively mode-locked Ar* ion
laser with a typical repetition rate of 80 MHz and single pulse widths of 

= 
100 ps. With

a commercially available GaAs/GaAlAs buried heterostructurelaser diode which was anti-
reflection coated on one laser facet output pulses of 30 ps duration (FWHM) have been
obtained strongly -nchronized to the pulse train of the Ar

+ 
ion laser pump. The laser

emission spectrum tained during this short pulse regime, however, has been multimode
and only by inserCing a 80 4m thick Fabry-Perot etalon (R=30 %) into the laser cavity
single-mode operation can be achieved. Under these conditions the pulse width of the
mode-locked pulse has been 45 ps; the spectral width of one longitudinal mode has been
measured to be 25 GHz which results in a time bandwidth product of 1.1 (figure 10).

10a 10b 84644&

GaAs/GoAtAs
f =80.32 MHz
I z 2x ,h I!

AL=Omm -- 4 4-,4 7ps - v=246GHz

Figure 10 Streak camera trace (10a) and spectrum (10b) of a GaAs/GaAlAs BH-laser
synchronously pumped by a GaAs:Cr optoelectronic switch /45/.

Since the mode-locked pump laser could simultanuously also be used to synchronously mode-
locking of (lye-lasers the spectrals range accessible to "probe and exite" picosecond ex-
ptr iments could be extended to the infrared region wherever semiconductor lasers are
,'vi I I'l ,
By the us- df optical delay lines the pump pulse sequences can be increased to the GHIL
range, whereby the external cavity length of the laser diode has to be in the order of
several centimeters, which again could be realized on integrated optical chips. The out-
put p lJse train f the mode-locked external cavity laser has an extremely good temporal
stability anl can e.g. be used as internal clock sequence for bit/s optical computation
575S t_ 2n: m.
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7. HIGH-BIT-RATE ELECTRICAL CODE GENERATION

Gbit/s code generators are of great interest for high-bit-rate communication and sensing
systems and for testing of GHz electronic instrumentation /51/. Different approaches for
the electrical bit-pattern generation in the Gbit/s range have been reported: digital
electronic techniques /52/, optical fiber tapped delay line techniques /53/, and surface
acoustic wave tapped delay line techniques /54/. We have used an optoelectronic technique
for electrical pulse code generation at a bandwidth L 10 GHz. Our technique is based on
the optoelectronic transformation of a high-bit-rate optical to a corresponding electrical
pulse code by means of a picosecond photoconductive detector. The high-bit-rate optical
code is obtained by sending a picosecond pulse through a multiple beam path optical delay
line (MOD) (see Fig. 11). The different beams, after having suffered different delays,
are recombined by a singi- focusing lens (f=30 mm) onto the 30 gm microstrip-gap of a
picosecond optoelectronic switch. The photoactive material of the detector is a 1 4m thick
s~licon-on-sapphire layer which has been irradiated by an appropriate dose of 50-200 keV
0 ions to obtain a high density of trapping defects for the optically generated carriers
/17/.

Mulhple
Beam Path
Optical SpatiQ

Delay Line Fitter
(MOD) Focusing PicosecondS Lens Photoconductive

YSwitch

Singte High-Bit-Rate High-Bit-Rate
Picosecond - - Optical PuLse - ElectricaL

Optical Code Pulse Code

Pulse

Figure 17 : Principle diagram for the optoelectronic high-bit-rate code generation using
a picosecond photoconductive switch.

The response time of the SOS photoconductive device has been determined by an optoelec-
tronic autocorrelation measurement(see chapter 4) to be 18 ps (FWHM).

Figure 12 a shows the response of the SOS-photoconducting switch if activated by a pair
of optical picosecond pulses (pulse with 5 ps FWHM, wavelength 720 mm) which are separated
by a time interval of 70 ps. The two pulses are clearly resolved by the sampling head unit.
The pulse sequence correspords to a bandwidth of 14.3 GHz. The delay between the two
pulses has been obtained after the passing of the picosecond laser beam through a delay
line scheme standardly used for nonlinear optical autocorrelation measurements. If each
of the two parallel beams is split again in two parts, fouridentical parallel beams can
be obtained which can be delayed deliberately with repect to each other. If more (n) beams
are needed (for the formation of a n-bit word) the arrangement can be extended to a
multiple (n) beam path optical delay line (MOD). The MOD can deliver any n-bit optical
code at bit rates up to 100 GHz if each single beam path can be blocked separately
by a spatial filter. The MOD which in our case consisted of conventional macroscopic
optical components can be replaced by an array of fiber optic delay lines.* bE c~I

ii01

• 10 11

Figure 12
Sampling oscilloscope traces of high-bit-rate electrical pulses generated by a SOS pico-
second photoconductive switch:
a) Response of SOS device, activated by a pair of picosecond optical pulses with a time

delay of 70 ps corresponding to a bandwidth of 14 GHz.
b) Response of SOS device activated by four optical picosecond pulses with a time delay

of 100 ps (bandwidth 10 Giiz)
c) Electrical 4-bit code generation at 10 Gbit/s (code words: 1111, 1101, 1011)



In Figure 12 b,c different 4-bit electrical code words (Fig.12b: 1111; Fig.12c: 1111,1010,
01011corresponding to transmission rates of1O Gbit/s are shown. The optical code pulse
trains have been generated by introducing a spatial filter into the 4-beam-MOD.
The ultimate transmission rate of the system is limited by the speed by which the spatial
filtering of the multiple beam array can be actively manipulated. An integrated optical
system containing planar electrooptic or acoustooptic Bragg deflectors could be able to
control the spatial filtering at rates up to - 1 G117 /55/. This should lead to an optical
communication system which transmits n-bit code words (bandwidth 10 GHz) at a duty cycle
of , 1 GHz. The high-bit-rate electrical pulse train could be used to directly modulate a
semiconductor laser /12,44/ as a source of a Gbit/s optical communication system.
Different schemes could be employed for matched filtering and decoding of the high-bit-rate
optical or electrical pulse sequence (see figure 13). Optical matched filtering can be
obtained when the high-bit-rate optical pulse train is inserted inversely into the MOD
/53/ (figure 13a). Electrical matched filtering of the Gbit/s electrical pulse code could
be done by feeding it into a n-path electrical microstrip delay line circuit (figure 13b).
Decoding of the high-bit-rate electrical code could be performed optoelectronically if
a second ultrafast photoconductive detector activated by an appropriate optical pulse
sequence is used as a sampling gate /56/ (figure 13c

AC

MO0 a) Optical matched filtering by
inverse MOD.

Pt
-A- NE E " EAC

MODO~

b) Decoding of high-bit-rate
optical codes OPC by elec-

MED Pt trical mached filtering in a
OPt OK (Reference code) multiple path electrical micro-
11 - -- -- --- I -- strip delay line (MED)

MOD EPC EI c) Decoding of high-bit-rate,IT electrical codes (EPC) by
HSEC -high-speed optoelectronic

PC, PC 2sampling with an optical ref-
Figure 13 erence code source.
Possible schemes for matched filtering and decoding of single high-bit-rate optical (OPC)
or electrical (EPC) pulse codes.
(Abbreviations: MOD.. .multiple-beam-path optical delay line; MED.. .multiple-path electrical
microstrip delay line; HSOC. ..high-speed optical circuit; HSEC ... high-speed electrical
circuit ; OAC... optical autocorrelation; EAC... electrical autocorrelation; PC... picosecond photocon-
ductive device).

8. CONCLUSION
Picosecond optical electronics which introduces the high-speed capability of picosecond
laser technology to microelectronic instrumentation has become during recent years one of
the most important areas of application for ultrashort laser pulses /57/. The author of
this contribution by far could not mention all publications and recent developments on this
rapidly expanding field. For example, of considerable technical importance, which could
not be treated in detail, is the high voltage switching capability of picosecond photo-
conductors which has been used, e.g. to drive Pockels cells for prepulse suppression in
laser fusion experiments /30/ or to trigger jitter-free a streak camera for time resolved
picosecond spectroscopy /29/ or for the generation of high power microwave pulses/31,32,.
For a review on this topic the reader is referred to /26/.
The particular examples discussed in this article are chosen to give a basic review on
high speed photoconductive switching by picosecond laser pulses to illustrate some of the
low voltage level applications of picosecond photoconductors for Gbit/s optical circuit
technology. The new type photoconductive switches can be used as high speed photode-
tectors as well as ultrafast switches and sampling gates for the characterisation of high
speed optoelectronic materials and devices. Furthermore they can be considered as sources
for ultrashort electrical pulses and high-bit-rate electrical codes ,which is of special
importance for the development of high-speed optical communication and optical computing
systems. Some fundamental experiments concerning this topic have been performed by the
author and his coworkers and are discussed more in detail in this article. The possi-
bility of a mrxiolithical integration of picosecond photoconductors and laser diodes on hiqh
speed semiconductor microcircuits should be emphasized. The ultimate speed limits of
picosecond optical electronics have not been reached up to now and with a further opti-
mization of materials and high frequency circuit design the achievement of the sub-
picosecond range seems to be realistic. The direct transformation of extremely high-
bit-rate optical pulse trains to corresponding electrical pulse sequences by means of
picosecond optoelectronic switching opens the way to multi-gigabit-per-second optical
communication and optical computing systems which presents a challenge for the optical
circuit technology of the next future.
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DISCUSSION

S.Ritchie. LIK
One aspect of using these photoconductors as picosecond detectors that isn't discussed very often is their noisi. This. of
course, could be quite important if thev are going to be used in high-sensitivity receivers at the end of a fibre link. It
seems to me that there are one or two quite serious problems here in that the devices tend to be very small, which means
that the dark currents Could be quite high. There are often great difficulties in making contacts to the damaged material
s hich could give rise to a lot of shot noise, its well as the Johnson nose you get by the inherently resistive property of
the material. I as ', ou got any comments ol that')

Author's Reply
I agree w ith sou that it is a problem to hase a high sensitivity wsith these devices, for this reason I only presented the
sw itching capability of this device. High speed is the advantage of this device and not sensitivity. But in principle, if you
have a good d iniensioni ng of lie device, it could be increased because you could use gate width in the order of some
micrometres and by focussing sCry tight. So you could obtain responsivities which arc maybe in the order of sensitivity
of PIN photodiodes. yes'? I agree with \,ou that thcre is a problem with this, but we did not investigate the noise
properties of these devices because wse arc working with high optical po\Aer densities and not with optical
communication systems up till now. The noise properties of these high-resistivity semiconductor materials have not
been studied in detail. I lov ever, one would expect that the dark current is higher and the quantum efficiency lower (due
to surface recombination processes) than in PIN photodiodes. The advantage of these photoconductor materials is their
high speed: by a careful control of the electronic transport properties (e.g. by radiation damage dose) one could keep
the important parameters, such as lifetime and mobility of the carriers, within a regime of operation (speed,
rtsponsivity) appropriate for its use in a high-speed optical communication system.

A.Miller. UK
I Aondci s, hat the tvpicai length of your strip line is and if you've made any measurements of the pulse broadening due
to dispersion in the strip lines'.

Author's ReplN
Ihe dimensioning sw hich se used wrs in the order of' 10 millimctres of the transmission line, but maybe 5 mm of
transmision up to the connection of the microstrip to co-ax. At this length we did not observe pulse broadening effects
dtte to dispersion ot the transmission. Bnt you have to take into account that there can be dispersion by travelling of a
short electrical pulse on tile transmission line. yes? This is true. However, dispersion o ultrashort electrical pulses
propagating along microstrip transmission lines have been predicted theoretically (Li. Arjavalingam, Dienes. Whinnery.
It:[,.IE MT. 30, I 982. pp. 1270- 1273) and in the meantime, also investigated experimentally. (Sec Proc. SPIEE
Mecling oii "Picosecond Optoclectronics," San I)iego, I 983).
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The prospects of the digital optical computer
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Abstract:

Electrons are well suited for switching operations as they occur in a logic processor.
But electrons are not so easy to guide from one point to another point. On that score,
photons are more suitable. Recently, photons became amenable also for logic processing.
Hence, the stage is set for the development of an all-optical digital computer.

A digital optical computer has as its assets: parallel processing; global interconnections,
that are favourable for architecture and algorithms. But the digital optical computer is
a late-comer. Nevertheless, the optical computer has a chance to supplement the elctronic
computer as a special purpose parallel processor.

1. Introduction

Probably hundreds of billion Dollars have been invested world-wide for the develipment
and for the improvement of the digital electronic computer. This development wa;
certainly highly successful. Hence, it may be surprising that several teams aroind the
world try to develop now an digital optical computer. What is wrong with electronics?
What is so good about photons?

In chapter 2 we will compare the suitability of electrons and photons for the purpose
of computing. Based on these fundamental features, we will point out in chapter 3, why
photons are in some ways better suited for parallel processors. Parallel processors are
needed to satisfy the ever-increasing demand for speed of computation. In chapter 4 we
will briefly survey the status of digital optical computing experiments, including our
own projects. In the final chapter we will express our belief that a digital optical
computer has a good chance to supplement the capabilities of the digital electronic
computer.

2. Electrons and photons as carriers of information

The interaction between two electrons is strong, whereas two photons, normally, do not
interact at all. From this comparison follows: electronic signals are easy to switch,
which is necessary to perform logic operations. But it is difficult to influence a beam
of photons. We conclude: electrons are more suitable than photons as carriers of infor-
mation, if logic operations are to be performed.

Logic operations are not everything that happens within a computer. A job of equal
importance is the communication of signals from one point to another. When electrons
travel from here to there, they have to be guided carefully by means of wires. The
various wires have to be kept apart. Otherwise, electrons on different wires might
interact and thereby disturb the transportation of signals. Apparently, the strong
interactions among electrons was good for switching, but it is bad for communicating.
For photons, it is just the opposite. Beams of photons can travel in free space, without
any guiding structure, without disturbing each other.

At this point of our discussion, the electrons deserve a grade A for switching, the
photons grade F. In communication, the photons are graded A and the electrons B or C.
With grade F ("failure") in switching the all-optical computer seems to be ruled out.
What is the fundamental reason for the grade F, or in other words, for the failure of two
photon beams to interact? When two entities (electrons or photons) interact, they have
to satisfy the laws of conservation (energy, momentum, angular momentum) . Photons, in
addition, are obliged to move at the speed of light. In other words, during the inter-
action of two photons one more equation has to be satisfied. The system of equations is
overdetermined. Nothing happens. That situation changes, however, if a piece of exotic
matter is around, while two photons meet. The piece of matter acts like a midwife, taking
up the remainders of the various balances of conservation. To find the most suitable types
of exotic matter is presently a very popular goal. Significant progress has been made
already.

32 Electrons and jkhttons in _allel _j cessors

Already John von Neumann realised, that a parallel processor would be superior to a
serial processor. However, a parallel processor would require a tremendous meshwork of
wires, if electrons are used as carriers of information. To atoid such a meshwork, von
Neumann made an inginerus "emergency invention", which is now called "von Neumann's
bottleneck": certainly an unfair expression, because without that bottleneck, it would
have been difficult for the electronic computer to get off the ground. The unfairness
inherent in the expression "bottleneck" is even more apparent, if one remembers, that
von Neumann also ha the idea to use electromagnetic radiation instead of electrons as
inf-rmation carriers.



Meanwhile there exist a few quite powerful electronic parallel computers. Their potential,
however, is limited in comparison with the (not-yet-existing) optical parallel computers
for fundamental reasons. An electronic parallel computer may consist of an array of
microprocessors, arranged on a cartesian grid. Every microprocessor is connected with
its four nearest neighbours. A computer architect would prefer it, if every microprocessor
had a direct line to every other microprocessor. That would require (N-I)! communication
channels in the case of N microprocessors. The topology of such a network of wires would
be quite complex if N is reasonably large, say logN = 20, which is desirable for image
processing.

With light beams such communication networks are not unrealistic. Image processing by
means of a good lens, supported by a smart hologram, does the job of simultaneous trans-
port of one million input data (object points) to one million output locations (image
points). The input data from a specific object point will appear not only in the immediate
neighbourhood of the associate image point, but anywhere in the image plane, if the
hologram was d"-.gned accordingly. In the language of computer architects, we may con-
clude: electronic parallel computers are capable only of local connections, while an
optical parallel computer is well suited for implementing global connections. In other
words, an optical parallel computer may be quite useful, if the algorithm of the com-
putational problem calls for global connections.

4. State of the art in digital optical computing

In this chapter we can be very brief due to the July 1984 special issue on "Optical
Computing" of the Proceedings I.E.E.E. A.A. Sawchuk and T.C. Strand /l/ present a survey
and they report on their own laboratory experiments. A. Huang /2/ points out, why optical
parallel computers are promissing from an architects point of view. Ichioka and Tanida /3/
present their optical logic processor, which is surprisingly simple in concept. The rest
of the papers in the I.E.E.E. issue are no less important, dealing with various aspects
of devices and algorithms. Our own experiments in digital optical computing make use of
diffraction and scattering /4,5/.

We may conclude that the architectural aspects of the digital optical computer are well
understood. Several laboratory experiments serve to explore the systems aspects. Research
on the optical digital components is quite lively.

5. The chances of optical digital computing

It is too early to make a definitive statement on the chances of digital optical computing.
Nevertheless, a few encouraging arguments can be made. The need for solving partial
differential equations and other problems with intrinsically parallel data is steadily
increasing, as can be seen by reading the January-1984-issue of Proc. I.E.E.E. on super
computers. 7f more high speed computing power were available, more problems could be
tackled.

The need for more computing power does not necessarly call for an optical computer.
However, the architectural advantages of the optical computer justify an attempt to
develop special purpose processors, where signals are carried by photons.

Such a development would not occur, probably, if the costs for the optical approach
would be nearly as high as they were in electronics. However, the development of an
optical computer does not start from scratch. For example, an ordinary burning glass,
if labelled as "photonic fan-in device", is ready to be put into operation right now.
A good lens combines rays in its focus with an accuracy of synchronisation as good as
a femtosecond.

Beyond classical components (lenses, prisms, polarisers, beam-splitters) there are holo-
grams, fibers, integrated-optics devices, that exist already. Also the IC technology for
producing arrays of optical micro-devices can be called upon. If GaAs should turn out to
be the crucial material for optical micro-devices, that would be just fine, since that
material is now developped anyway for speeding up electronic components.

In summary, then, an optical digital computer would be based on capabilities, that exist
already more or less in the electronic and optical industry. Such a digital optical
computer could supplement the capabilities of electronic computers in solving large
problems, that are parallel in nature.

One of the authors (AWL) wishes to acknowledge many stimulating discussions with Alan
Huang.
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,111d1such Ithings. \1 111 ita hutige IriiUrrt itf datia coinirg Ini Ii parallel. Nuittadays% \%e lust Ila"S thetrhriiugtitlei
li"Iitilickk Its nguu uc i a aprle raeu kt liach is caplable ot perluinifiling mralltI\ algeblita. et.. but it mutis
bie pricutaritmuble arid mtirs hatle the accuracy oft a digital enurtpurtcr. We arc noti siuslied b. t ig m Inu gic comtiput inrg
Lt* \ ItiCS

I).Basmaan. Ne
Ili\,sour presentrattio %.Iiit 1c kcpt ITailli rtoe shrLurco ta compupter arid nt Iii thue titrical itnuritatirir. rthe
,ittililituitl ir itiitutl \&c nias nut assume that ill] dt~a )IlisI hAan Cujurul length. So,. ste mutis alsoi assume that rthe
Inpuits %t[ni Ill rinilude. What kindt it dsnaric rangei doi %,it lurresc. Mutich is acceptable fir the orpaical cuinipnare



ti cl li t- ad%,1aiitagco iii la comiiputatioin is. ofi conrsc. Something is hichia i pliia ciPLC inprShiouild 11 14) [)take LuSC

'I\1111 "s hCII peoiple ilk abouit igit it kIICal ct I IpuC IS tile- ustlalII tiiik of 1111iar I I gitIN. S4 Iinc C p).'dI )Ii Ii Ilk I C
M, "ile tnc cii op

t
icil sNuCdi i-bina r I comiiputers ci itcci d. and in Fortune Magaiine. vi,i iould pioblibls read it big

,irticic un t[his. Ilhcsc might hi. scrN Spe-cial purpoise coimputers - I doin't kniiss- that'% in thc long range.. [ hi. IULnuc of
optical oiptical comiputinig is questioinedto il Sayng thlat it ou has c data coming in ii, parallel Somei datta arc upheld
because tlit% have toi undcly i 'Siome processing, but Sonici oher data arc Synich ronoius at first - thcN are tiot dclatd hi%
priocessi ng Si A sc has c ait prblemn i f si ich rini/ation iif largec data fields: for that purpiose onc needs rapped dclaN linecs.
I)ptical rapped ICLIN lis with parallel 1caturcs. cscn cointroillable. is alrcadv ine oii tire Subjects sic tricd] 10 addrcss: at
least vi.' hasC 011 sIiiideas hik this Canl hi. diiii. It" diChnlitclv lic truth that such at dcvicc voUld hc nccssarv in iirder toi
si itciri ii/c data Streams.

I).Bosmani. Nc
Isn't it truc tha t il aniptical coinuer son %%;~ niel d i i c' dicc C Mitch is not neccssarv itt the lrnc c omue

like at miagnuitdc regenecratiion unit.' cir li ~n ui'

Author's Reply
~Well. in at, elctironic comtlpu ter ' on also need at rcfresht stagc ti ibrinig uIP thi. signal ti certaitn iclfincd level. Sii \%hat sit
dcinitcv nccd is, Somcthingt likc at non-lincar hard clippcr ishich accomplishcs this puirposc. So I thinik in thc sct ,if
schcmcs wc call indhircct litncar logic. wAc %\oinld ntccd rcall v hard limiticrs and atl thc Samic time. conscrtcrsN fromt
Iciiherent to ciiherent light. If I dii havc a tc vr which coits rts incohcretnt tio ciherent light and atl t hc Namc tm docs
Soiic hard limiting, bringing it all] tip to tirc Name lcscl. thir I tink I Call Sct LIP a total is stcni.

J.P.Dakin. UK
In the description of \our computer architccturc Nou \.aid that yim woiuld havc at random shutlec arralncmctt usinig
holiigraphic typc clemcnts itt thc svstcn. Eithcr iii thcsNc could bc sonic sort ofi iXcd clcImctits which ssiuld deflcct
perhaps in a givctn dirction and thcn vOLL don't haic thc freedoim foir rantdom acccSs iir thcy may bc pcerhaps
addrcssable and Programmrablc. You may necd at digital electruinic ciimputer with thc Name capacity iif thc cuimpntcr
vou'rc trying iii desigtn it iirdcr iii bc able ii) randniimlv add ress such an array of t'oh graphic clcments. Coi uld 'in
pcrhaps itointo dctails oun thc proiblem i il ti, is icli seems to' hc perhaps thc main iStumbling bIlock itt thc iiptical
conmputer, as far as I call Scc.

Authors Reply
Ycs that's right. -1he cimputcr shoinld hc programmable. Si' thc first step is thc iippitrtuttit% tii sittpl\ 1b" pass tlc pcrltct
Shuttle,. I his call bc diitc hb\ hasing, ifor cxamplc at Witilastiin prism wshich cit he.r swigs tile %\ hoile bcan to t he. lf andi~
it giics thriiugh thc pcrfcct Shuflc. iir to thc righlt. atid thcn it Simply bypasses thc pcrfcct shuttle. Ilhc ncxt thing is ithat

sNiu \ian[ ito applh thc pcrfcct Shuffle, not to thc %%hiilc ficl.ill ut \%,siant iti appl~ it ii\ ttcn-half fiecld~ and~ scpi-latcl
ii) another hall field. Or mavbc onIv to iinc quartcr ficld~ and so ii. If vOnL doi this sub-dis isiiit of pcrfct~ Shuffling it

partial field s - bi nary, partial fields - thetr you comc np wkith Siometthitng likc bnitVI inStructuiires and heclish ci tcs and
thitngs like that. So it i s poissible ito generalizc it so thc basic compiincnt that diocs thlt ciintroil is. fir exanmple. at Wiilastin
prism which can caUSC either individual beans oir \%hole bunchcs of bcamsN to swing toi (hc lcft iir iii thc rigt and thcn
liln(l t hi. pro per ho logram or whatcvcr unit might be that docs t hc shuffling cit hcr fi r ilk \%hiole a rray o r out itlo ii r mal
rass. [hfat priisidcs ilcxibilitm. In addition it's sii that cicti if'\ou dii alssas 's ilk pcrfcct shliC \\it tilc "ihoile ficd butl Ill
b1CtNCI ' ccli i i always (ii Soi tc ttcarest necighbiiur ioperat io ns Ni itrc von hak ceithicr exchangc (if neatest iicigtbiiursiii ci
them jist go Straight or piissibl% cvcrv Scond onc is climinatcd iir icthim! likc this. then thtis also gis cs at large
arno'it o f freediom inl rcarrattg ig dati tmiirsorradrsint

',s questiiin is about this pcrfct Shutlec too. Y onAcyre. sasitt it anr elctronic mtatrix for c\attpI.. ii olsant to
rpriagAti.i aSignal fromn thi. lf tio tice rigitt. it gilts tltr'mg scicral C\CIcs. I his is true b'cause sin has c gil 'I clIcntcii
siWi-piisitin iiis tchics. antd NOLL %% atto i has t ciimplete Ilecxibilit\ and( iii vim go thtrouigilall these Steps. Yii o .. ud (TIo

clcctrrtcsi Pitt in parallel to cach lavcr dlcriicul s alc arid their vi\,I wouldl go Straight, but %oil lint1 ssait (' Ldi this
because This makcs thc preparatioin too difficult. NiisA if 'ii1 Coiirlng I' \tn perictl shuilec and if again v\on ial i Ii)h

t1ClciC. si11 sA Ill neced sulie. C1011011s ad .i i s"cre Speakinig abiint tite Wiillastiin prism 'Ahicit N\ ill bait'on itlslii
po ssibilitites. priibahl~ Si' Nl Ill be iii ili samei sliltlmi', because either WIii %Isll puit all tilc [liiitgs 'SIn patallcl aitd \111
"sill has, onli tilt path for ont' ras . irs iiil skill ticlc it.I he.n soil arc in thc Namett Sitiiatiii itas anr electrion is\stcn. Si' I

iuntierstandi tht', genecral Idca, hut I mia; te imiprtessmiion that tiir tht Nanme filiiits sU swill bt' Ill hti' sNdu' Situatioin ill

op'pa I inelec'troniiics, .\n I right

Author'% Reply
I hi pi. lii I thmmnk s\%hat soil irc irtpIll ta11,i11V abiutit has s0iTiIC6lilig t!Io dii NAstIh (tit si-calIlt'd uiil ICInS IitUictiWiin
iiiultiple' ihItas1Ircill piralltI Loirnpitt'rs liil mnutiple iatartm coUiiinpttrs It \oi iitiliitl iplk all lt' Name rut's.

lii. No -itil sin ,lc-inslrnctiiii muiltiple -dali sitan is stcni is rt'litis cli cas t Imnplcmnt and that one. is i'ild doi lirsi
I lki ipplica'ilmts (11 sn110C Iniiloii inuhtiliplct''ht i Irtciam Is priibl~ ,i \ L, o c niingh II I ic bcgeiiinig b'cause it \oili

irc imtsstgating Imnagcs ituld %iii art' looi king ior a tcrtain fcatiunc. thcn vim arc asking thc iNmc kilicstio liir lilt' Lipper

Iet'l ti'ricr and hi. liiwetr right cine not' i the. frie ilid. iii tilc siogl0c Instrutliiin niiilii1plt'-iata'strcan appriiach liii lilt,

111it' bingi is it least tht' lfirt goasl that is usiful enoiught
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DEFORM~ABLE MIRROR NEAREST NEIGHBOR OPTICAL COMPUTER

A. D. McAulay, PhD
Texas Instruments Inc., Central Research Lab., MS 238
P.O. Box 226015, Dallas, TX 75266

SUMM.ARY

many problems are efficiently computed on nearest neighbor machires beca..se
they involve regular grids or grids which may be envisaged as distorrions fromn
regular. Examples include image processing and tinite differences andc firiite
elements which dominate engineering and scientific computation. Las' v eat
proposed an optical nearest nie 'ghbor machine concept with 5 bit a c cur a-.,
The simple design in this paper uses residue numbner antit r : In , me
deformable mirror arrays of !COO by 1100 elIement s ao an, :eve ta TIi~

operat ions per second with 32 bit accuracy. I ass mn 'us' an ar'iy nlay , c~ se,

in 8 mseconds. Duplication of equji pmentr by 64 ' !Meo e~a s _)ne b i-r

operations per second because , erfect paral''s a .." t h , esWcce
numoers and nearest neighbor corcepts. t 1 P *a e l~ ras

of deformable mirror devices .n peue ricpherais 4 i.a-ere n
to the point where designs s u ch a s zusa- U lll
proposed scheme appears to be super ivrp a
schemes for nearest neighbor corp,'iat l

I NTR. )(7 IDI

Finite elements andi finite differen es ": 11-1l i
:ost in numerica, computation, fo r s-~ a', .-ee' I,,
problems involve regular grids ur grids dhn 3: :" .'! -
problems, along with many imaqe cto, -ess' pr, 'V i A 7jr~
on nearest neighbor connected ma n es, lu- A "esa
these problems cannot be I a :- t d. 'a Vc 1 .1 I i
costly or too slow. :n other casa, the Iwe '0' re'- !
great. Examples of proble's req- r,- tase -,7 it, , s,
problems such as: t he dete r ,i o' 'f , e' ; s )-:,e
the determination of the mec:a '"' ~ n A pr 'ps
determinat ion of stiffnesses in ne -up irat~o of a s
problems require many 'terat i - o e corma: *n.'e ela"l
consequently, only scaled dowr ve~ n he real problem a
An interesting e xamp 1 e i s ' e -j pa . fs ar -I 'ur a. a nJ ae:
board an aircraft so -s bhe p .ol raj -se r h mdcc s to p red . n
certain operations. This could re' 3 u .seful aid duricg tes, I
the event of a stru:tiraliy danaqe- ar r! .'

Previously, I nvone, zed a',, -'Jpre (a), using
spatial light modu 1AtcOrS n at a1, l n1k .i in prv ided an a(ri('V
-he conifigurat ion nrnn p .note ccfeasible socner
simp Ier a nd more i c:i - ra- cy7-antic range.
neighbor type -omm~*,,a - e~._- c t akes advant a.
a3riS .nq requ; a r ;r . :r :pta 3 n tt t

cot to '.c. Ke :0, i a'r n 1iI jt- u u t D u o re.s
the -omi'.dtmon .

PROCESSING/ELEMIENTS -

41j
-Nearest ne.r

- MIRROR

7 1 3 17 79 23 2931 7 11 13 17 19.23.29131

I. 3P Rsdue numbpr P,,-. ~r



Sp'.a.1.1. gqht rotaa -i r s na-;e nten iivest t d y.. mar 'ep e
.tosi I iii essor aces scatn jaa cgh moo iators of Us- deformabl .5~ jev

- vpe, DM0 S. Examples are rtewctrarre light nodula'ors wr'mn Awe ctn' a' s ruce.'
i D, i and 2 - a arra ys 83,9) ao canineve"r bean-s 0) .J "me"''e_'n

'ott i'srs :onscst o)f a semc-_o'dLc-or deice with an ar'av of 738 cv 12 rS
-rf ' rs, figure 2.4A ref lecting membrane Lovers the sirnta of ne aray

A r a v n-t a trwnsstr causes the membrane to be lo~l a. ye a! a
'-sa n a dip anove toe transistor. the depth of tin.e lip s r5 

1
,~~

/ottaqe applited to toe -ran.5:s'cr 
T
'he transis'er a. .5/ is st

* me, ty aoyinqg a;'pirate voltages 'a drain erminals a o j
evcce and Aorkcas the appropriate "ow. -n ie ~ bean' dece s s.nc -

escxectp tna t above c ati rran s ,st t i a .ma -1 plates att a -ed bv ore
Energiscing the transcs'or causes the o--s't--oplarc to bend dew' I

DMO's are esreuciably tar-i' ao per-ine--a_ noe-,e s as in en
auw ne ised to advartagecn;o- ra'-t ave s o es woee. it 'may no Jec-. v Ia

tne results as the corur,.in 10' rre , nrare siPpi f :n-" '

aeouinq tog te nuor' of di-f~ r e wl " used .n a s/stei. P" -s

act I.ca. lv add6nre sa C e 2 1 a r Ia,s S a11eY oa ytm i n9
apip 1c"d o a DMD -go e-- v-5 a n am, -a 1svy-sr"m.o sKr

tosaDM0 to a s:' er a--i cmpu'at its ire ac'- -r"-! at I s
Even hnard cops -nay ue c.foe . ~ e re 01 sod'as->qh,
ointrer At :hcs aqe 1W systen a uld be C /r ce'''I
eliectrcon cs tor' 40 na-y nterfa-cs and d tferer 07- Q ,3 ,1

.rcosec or),es> r uscs resifac o'--'er 'y -- r Q../ - K P
A :hi c-c dynamic ran>ge. ENS has p'cviml to.el qt nap!ia

ap s, -I273,14 ) . -one-'-r is "Ql5.':'r,- . I
)f the i-n-ioe numce nompo w w 1 r a ae .s -ae! r'Ic 7'-1 A5al
iesinn seer's simplest bc nse 'he 'erri:7 - a- -'a vy a!-w
'he '.ci'o d range of 'rhe rcnlp's -"volv r' r-c mes re ,nS trem . ' - 7
ocuoc at twos. Optical me'

5
'-t ae'c poa re'>ere 13 On eeo

reqctred to 0005cr- from' r" to and '-a,

Other researon-ers s nasP au fove I 5 16 pia' oah~e
desired performance with an anwost i dovi: used' in a sy5'o ' i- 'sode In
wc th dcgital muttip 1i am -r t; ad a- 'go vo iu 0- achie es a -f'fI C-en-' yLa
range, '). Acousta -opt e is an, as .~- .id e Iy be 7aosc tney rw
developed and except ,ona ly el soud i spertral aalysia app ci- - -s
4titch data is applied dre-ly; or wit frequercy shift, to toea,,t- -
transducer. in addition hete has neon a -rerid to propose syteas to 'a"

idvant age of more read .I ay waie 1- 0 .go modulator techno logy 1
many of these systeris do no' appear c be cractical. Th e out er p

-ancect for moltiplc.- inde tace auvantage of the nearest -t .
oature of toe coma tat-in an-' Unio a tiw wr are accuriiiated voa

ategqratrocn des:i -e. n yn ae A- ~ '1vcc imits the acze r:,
toat ruay be handled.' 0' e's 'a-''--s 'ec :7b toar e s oluto io ra it
- fHere.. al egua mns winh a-Z ; pr '-,,,,, ndwn y i311-

',;st en erv .ew

A nost computer with a terminal are shown a- *e too ,
ob,-v 'hat humans have a limi ted n-apa ,t Y' n~ n um on sh

pr ic~e11 size and complexity increase : u espe-, ' 'o '1 u put t
I i n ccra-e i 1proportion, .. assumen og h e~m up 0. toe mIarr isa" n

-'p 'peraitins are not a stgniftcaor pan-' it'he _omputa''on t ine a!.
i:el ement problems. These oporat.n m '- *n~ e efficient / a ,ip: so

. Phas' computer. 'The mat ri.x e letat -. are, f~o -- c x e an :I aontio h
nes!Ws ati a sin.-' ae at ttP croonawci medism propet -tes.

m no case of a rrgo~r grid. in a grid dtstortcd from regular a reoarce-it
n-o'-hor ampit a, n i sitable. Tocs requires that every point ma ma-rix

ti-dhe field ma'"ix 'nay ho updated by adding specified amoan t of sates at
ormore Ai the -Prt-;hntrinc points. The speutifred amounts to be adie'i ''o'ii a

rji gotten to the nu'-'h a' e~ach point generates a 'north' ncefi' -e"' T-at nI-X
nsrepresents aspat "Aly varying filter, as the anyo to be adds! no ea f
pmvaries a':' dtn cg o 'he posit ion of the p, i rt . Siaary m a

P it
t
, mat r. i -nay be cons idered for east, wee' and sojt di '-r q

as t finite eenen'e, values at a point mro t.'' a fic-A 0.0 a
-P qoO, u "r.C;u'titay addi1t ional mattmlcPh .-, r c p tnute' K

itnqa rlements a non-rieast and south--wes' r'a''.x will a - -t,

An .01' al en- ma' of the field, e.g stres, an macc' :. , s"
r~-Ia:tet for itoeri', iv. schemes. I1n c a seP su-hn a s -a' atr s. ig _ ,,
Pcsrta- inv e r s io n , 3i wh e re a regqion n toP obe ca cma tt- l ive r Ia ps 'hat l

"ar-ret,- a good estimate is known and the c'era':ve to, hnxi Iki 's p- - .-
-""s. a-n-h as those frequently arising cn stotr.s were "ne pitt' i

op repeated many times with different loads, LU den-mp's' -n is nore oe.a
en- 1-ceo' bera ice the decot n Ian need he pca-,f orrre I aniy o re i t1



7,i aIdsmpu'.In i h 31 -.7 r ai *C li 1'4
To si i o n at the P: i- -i;, ,-,io , be r qui r-

De c nu)s it in a' n ri qi .ac '' I ' i'oblems e ff1i i-

he ox,) 3 t' rh- ,,e r e' :r ei-r 4 uses oa i
,)P- 1-1 m-1 p 11 'a I 'o-'Lor ' ni e mai1n -a iqtor
rs ise for perfor'in4j nai=cs' ear' Ii 0'1 ta0;., t.1 .

-1uput i~ensi ty mei ' e CLE) s'loed bak -n /
range at the res idosa1rj~ 'nr* Sy ,nre I o~e r qnbx ni

ithe sectians on -'ic 's id j iuesxA 're pduo rara o'r.

The :ne-wi r t e 'irY s a 'ao s-'~ f cor :o r-,ve qePe
display pu rposes . L: cnvP v1 3'n1s sn 'auoe t do~s

t ranstormat 'on batk a jc 'e ia pper tred Jr n 1a rae i
res idue numbe r may ne nmae a orev au s i
separately. The convere e Cv al1 a, i sII aC, puser 'or C1,
terminatloon if he s i des ires T0 'i' re:i " anl ayed a'
initervals arid i t ~s an I'''a' 'adaS . e x a i
interd't Lvely at nie en d c, e i n e Pre es
nte r-me d a te d is oi vi s d -n.avbe Pe-''. . -, as t re OanI:
he p r e ssor i s n ir n q rgs ne: v

is sall.) relat ive o r'enn'a-''ra :-i e z - ;s e '- e DtW)o , ers "e5' , Ir
speed )f triS pr!)o) 5 , ir- ' .7'.jiiC):- 7 - .- ,Sa!,J-f ou n a'
before -ne resuilts 3:reo if r, -P'eeIst Ise 0ent V the s _eo e at - ]
evaluation cmtio n and 'i e :ncs I )n 'o W deI)mal for 1 iso
-r..tical arid may bepraie e rsa

Residue numbe-rs

The dynamic range of the DMD' s is o f t he order of 5 'a~ w's ,
insufficient for partial d if ferent ialI eqiation solution. 40o meJ,,! aii .'
mrost promising for increasinq the dynamnic range, digital multin'lci, i
analog coirvolution in a binary r:onvalver and the use of residue riurbe:rsY
The reasons 4trv 1 selected1 the latter are presented in this section.

Residue number systems have been built- in digital e' e-,'-ron sa
A'artirr-Macietta and 1trce I I and opt ical systems "ave Peen ai pa

-1de The pr inc iple advant age is that once numbers nav1 1c.ieor '
ad, coded numbers Lair oP added arid mol It i l ie1 by scpara'-e opera, inn; ,

element of the code and no carries, bet4eeri eleme:,r- at 'he d-A, ai~ ra "e
7c't us perform operationis 3 and 7 x 3 fo r ' he puro-se ift -
Select a se' of relat ively prim nurbers isif- as '3, 4 f, fi3

ePs idue code fo r a 1 IMoI er is dc'er-m-rej by wiod.e

HOST COMPUTER

SET UP SET U P RESIDUE TO CEKI

COEFFICIENT____ITI M]L OPERIAIONERIN
MATRIXE MATRIXONERIO

MATRX-MARIXVOLTAGE
ELEMENT MULTIPLIER CNRLE

A TIMER
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Fig. 8 typical insertion Loss of R.F. Links (5 GHz, with fibre attenuation
I dB/km and coaxial cable attenuation 1000 dB/km)

it has been calculated
(2 3 ) 

that, using optimised values of4Z, KL, RL, and r, the
intrinsic " insertion loss of the electrical-optical-electrical conversion could be
reduced to a minimum of 10 dB.

the overall SN for a single optical fibre link(
22 ) 

depends on the photodetector
shot and thermal noise together with thermal noise associated with the following
amplifier, and on the laser a.m. noise (laser intensity noise). For signal transmission
at GHz frequencies, laser noise is generally dominant for short links which have
re-latively high optical power at the detector. When the detected optical power is low,
detector and amplifier noise usually dominates (Fig. 9).

-1300
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DC~TTA NOOISE~qE
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level of laser relative intensity noise.
the conclsion as regards fibre optic signal distribution manifolds is thereforehat the required S/N ratios for radar r.f. signal distribution in a phased array may beobtained, but that the number of output ports is severely limited, typically to about10, from a single laser of the usual 10 mW output power. More output branching may he,rovided if a degradation in SN is allowed (Fig. 10).
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A principal advantage of optical fibres lies in their weak sensitivity to
temperatare. Changes in temperature of a fibre affect the signal propagation delay

throuqh a thermal expansion in length, L, and a change in refractive index, n. For a

length Lot f iore, the change with temperature T in insertion phase,: , for a modulation

frequency, tm, of the optical carrier is:

I. I t'j~ dn

wnor,- c is the velocity of light in vacuum and is the fibre thermal expansion
,-ofticient. Both and dr 'dt t pically have values around 10-6

0
C and thus for L

,0 m and 
t
m = 3 Gtlz d ,dT 0 u ° This is approximately an order of magnitude

uetter than tor coaxial cable
(20 )

, microstrip or stripline structures.

Surprisingly, one ot the most difficult problems encountered with fibre optic
networks is still that of splitting and combininq optical paths. Relatively low loss
(eg. I dia single mode connections may be made(l

1 )
, but branching networks (eq. star

couplers) still are difficult to manufacture. Again, the solution may only lie in
integrated optical analogues of conventional waveguide couplers.

3. R.F. SIGNAL DISTRIBUTION

J.l Outline Considerations for a Phased Array Signal Distribution Manifold

lIe likely requirement of future active phased array systems, as identified
earlir, is for distribution of r.f. signals at a level of a few mW. This can be done
in any of the conventional transmission line media such as waveguide, coaxial cable,
stripline or microstrip. Disadvantages are the relatively complex mechanical
construction involved, the significant mass, and the poor stability of insertion phase
with temperature. Loss can be significant, but since path lengths are relatively short,
this does not usually exceed more than a few dB. The trade-offs to be made in
considering whether a fibre optic manifold is a viable replacement for a conventional
manitold lie chiefly in considerations of loss and stability, together with the fact
that the fibre optic network can carry other signals as well.

An approximate power budget for the optical signal distribution manifold (Fig. 7)
may be calculated easily and is given by(lb :

if I 't* :bF']2 R,'

0 F Ib, N--.

Fig. 7 Fibre Optic Manifold for R.F. Signal Distribution

where Pin is the r.f. signal input power, Pout is the r.f. signal output power;k, t
and ,bare optical transmission coefficients representing losses in coupling
(laser-fibre, fibre-detector), attenuation in the fibre, and in fibre branching nodes,
respectively. N is the number of array elements to be fed, RL is the detector load
resistance and r is the laser dynamic slope resistance.

For typical values such as R = 0.25 A/W, KI, = 0.2 W A, I, = 50 , r =4,,. = 0.5,
, = 0.7:

-.. .24 - 2.1. 1 enin ,Il

For a single, unbranched optical link, the insertion loss of 24 dB is fairly typical of
what has been achieved in practice

(22 ,2 3 )
. It can therefore be seen that a severe

initial penalty is paid as a result of the electrical-optical-electrical conversion, but
that the overall link loss in long optical links can be lower than for conventional
links Fig. 8). It should also be noted that the siqnal pow r on the network branches
decreases inversely as the square of the number of -itpit p(irts because of the square
law relation between optical intensity and siAnal rirrent.



Fig. 6 Dete cted Output of Two Laser Beams Phase Locked to a Microwave hitierenca
Frequency close to 2 GHz

2.1 Detectors

The cost common optical detector is the pin diode, which provides an output
photocirrnt, I., approximately a linear function of the incident optical power
pd 17);

I p :Pd

we,,re R is the responsivity, typically ot value 0.4 A/W.

Noise in the detector arises fruim dark current, shot and thermal effects. The
iinimt optical power level 

P
dmlr at which a given S N for a signal of bandwidth h may

.obtained, assuming thermal noise iominates, is:

d"mm i T I

with R, the dt-,,tcr load resistance, k Boltzmann's constant and T the noise tomprature
ot tie A,,,t ,ctcr ( 100U-30O0 K, typically).

I hrt , r,?ue nc-y response is limited by RC and transit time of fects in t e iiod, ;
I 'i , nds to imply th,- se o' low values of RL. Recent developments using GaAs

tt atri'r sr tjra118) have shown that devices with corner frequencies of at
I i, t 20 G 7it and msib- in x,-ess of 60 GHz can be realised.

Avaianche pn junction dot .ctors give higher sensitivity through their nt.inal
gain; FET's il;o :an act as photodtectors with gain(

1 9
1; however, it appears tnat

optim, oerlor-rance is obained with a pin detector followed by a low noise MESIET.
I-Ml pert nr.ant e opt imisa io n may 1- carried out by careful impedance satch ng o: the

M1-1. 'I I n a h, I ode load.

Z. a ,p lea r : -'

h s at osi nqlj mo or multi-mode optical fibres in a signal transmission link
le s ,ns vcry rorn tin tne, nature (f the signal tn he carried. The specKle patter, in a

1 it-mode I ihr- is very sensitive to vibrat ion or mechanical Idistortion of tme foitre
ind this tan sujnrficantly degrade, the close-to-carrier S N.

Io preserve high S N, a :;inqle mode tibre is required and it may also; be ncessary
*- is- polar at on filters to ensure- polarisation purity. Single mode fi:,res ilso
aVid prhlrms if modal dispersion at the signal, the dominant dispersion effects bin
Ij, t,) tt re, matrial alone. Such dispersitn effects may usually be totally
no'4 ',ted fir radar applicati ons wntro likely transmission path lengths for signals art
r-a ia el

' 
shro rt. 't ical I (bandw idthl I lnqthi products for single mode t ibrs are in

'X, .s-. nt 10 (aHs. KM 'or t he most like ly optical wave lengths used. The optical sinal
attena" n ray also 'sully be neglec o, since it does not exceed a ew dB kmn.



with KL a constant, typically of value 0.2W/A. In general, a mixture of a.m. and f.m.
is produced due to the effect of the bias current on the light intensity and on the
temperature and refractive index of the laser cavity

(14 )
. Modulation bandwidths up to

6GHz have been achieved from commercially-available lasers, and there is evidence that
new laser structures may allow modulation bandwidths in excess of 10 GHz.

I 110

140
1 *N)

(S/N)

130 120

dB/HZ

120 :5 Hz
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I G 1.2 1.4 11/ th 1 10 100 103 10 Hz

Fig. 
4
(a) Laser A.M. Noise (Relative Fig. 4 (b) Laser A.M. Noise (Relative

Intensity Noise) as a Function Intensity Noise) as a
of D.C. Bias Current Normalised Function of Frequency off
to Threshold Current Carrier (Ref. 12).

External modulators offer another means of modulating the laser output. Integrated
optic versions

(15 ) 
have demonstrated modulation bandwidths up to about 20 GHz, but for

relatively low optical power such as 1 mW, beyond which optical damage effects occur.

Thus, it may be said that r.f. modulation of optical cariers at optical power
levels of some mW is practicable only at up to about 6 GHz at present. Radically new
developments will be necessary to extend these capabilities by significant margins. One
possibility

(
lb

) 
is the use of two c.w. semiconductor lasers phase locked by a microwave

frequency offset in a heterodyne loop (Fig. 5). Experiments have shown the viability of
this scheme (Fig. 6), but the use of any technique involving coherence at the optical
frequency still brings considerable practical difficulties which may only be solved by
integrated optics.

t Terfp-at r Contl Arra
e - -- -

Fibre

Te, E ] Fast photodetector

R. Pa se detector

R.F. e r rle

D '%pled

Fig. 5 Heterodyne Phase Locked Loop With Two Lasers for Microwave Modulation of
Optical Carriers



The i.i. beamformer might thus operate at a frequency in excess of 100 MHz witn J; to
50% bandwidth. Both the transmitter and receiver systems in satellite communications
work with relatively constant signal levels and thus dynamic range requirements are very
modest, rarely exceeding 30 dB.

2. SIGNAL DISTRIBUTION USING OPTICS

2.1 Advantages and Disadvantages

Active phased arrays are likely to require signal interfaces at r.f., i.f., and
baseband. These interfaces will be made from a central control unit to each active
module in the array aperture. At one time these modules were the main cost component in
the overall system due to their complex and precision tolerance construction. The
advent of monolithic microwave integrated circuits and VLSI chips has, however,
simplified these modules, making packaging, connectors and signal interfaces a
relatively much larger component in overall cost and reliability considerations

(I0 )
.

Considerableadvantage could be gained by implementing all signal interfaces on a single
'ibre optic link.

Signal distribution on optical fibres has a number of advantages:

(a) the optical carrier is at such a high frequency that signal bandwidths are a
very tiny fraction of the carrier frequency; this gives excellent constancy in the
transmission properties of the link over the required microwave operating frequency

range.

(b) a number of signals may be multiplexed on to the optical link using different
optical wavelengths (wavelength diversity multiplexing).

(c) the distribution network is flexible and of low mass, which is important for
airborne, space or naval masthead applications.

(d) the distribution network has a high immunity to electromagnetic interference
and cross-talk.

(e) the insertion phase variation with temperature for microwave signals on an
optical carrier in a fibre link is almost an order of magnitude lower than for the
same signals on a coaxial cable.

However, there are penalties to be paid with optical fibre links in terms of the
loss in the electrical-optical-electrical conversion process and limitations in dynamic
range that arise through these conversions. Following sections seek to clarify the
limitations.

2.2 Sources

Gas lasers have narrow linewidths and provide optical output power in visible and
infra-red regions at up to the watt level or more; they are, however, prone to low
frequency instabilities, are bulky and require external modulators. Solid state sources
are therefore preferable and the choice currently lies between light emitting diodes and
lasers. The linewidth of an LED is very broad ( 10 nm), its output power usually low
(ImW) and its modulation frequency response limited (,200 MHz for most devices). It is
therefore best suited to baseband or low i.f. applications.

Semiconductor lasers are the most suitable source currently available. They now
provide output powers of tens of mW at a range of wavelengths (850, 1300, 1500 nm).
Multiple stripe devices have yielded output power of several hundred mW and pulse power
of several WM

11)
. Early semiconductor lasers were multimode devices with broad spectra,

but many available devices now operate in a single mode with a line width less than I
MHz. Laser noise has been extensively studied for the communications application; the,
noise arises from a variety of causes, such as shot and recombination processFs, a
typical noise characteristic being as shown in Fig. 4(12

)
.

Far-from-carrier S/N levels greater than 130 dB (in I Hz bandwidth) may be obtained and
this satisfies the usual radar reference source requirements; close-to-carrier noise
shows a typical i/f character with a corner in the region of 10 kHz. However, laser
noise is a strong function of optical feedback into the laser cavity from components in
the optical path and may in many cases dominate the overall noise pertormance of an
optical link. Normally, a.m. noise is the important considerati(,n, since phase noise
only becomes important in coherent systems.

Semiconductor lasers may be directly modulated through their bias current and show
a dependence close to linear for the optical output power, F0 , as a function o! hias
current, 10, above the threshold bias for lasing 1

3
). Thus:

P0 = KLI0
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Fig. 3 R.F. Manifold in Receive Mode for Active Phased Array

manifold is more acceptable than in the transmit mode. Interest in bistatic radar
systems

(6 ) 
or systems where it is desirable to locate the radar signal processing

equipment remote from the radiating aperture has led to interest too in relatively long
signal distribution links (100 m - 10 km) for the received r.f. signal, even from
conventional mechanically steered radars. An obvious requirement here is low
transmission loss, less than a few dB/km, for the r.f. signals.

Many future radars will undoubtedly use i.f. manifolds for beamforming,
particularly in receive mode, as is the case with the Marconi "Martello". Such
beamformers make the achievement of tight phase and amplitude tolerances much easier and
allow flexibility in multiple beam formation. Since amplification can easily be
provided at intermediate frequencies, loss in such beamformers can be acceptable. The
main constraint on the intermediate frequency is that it should be sufficiently high to
pass the signal instantaneous bandwidth, which could be as high as 20 MHz, without
difficulty. Typical intermediate frequencies are thus of the order of 100 MHz.

The ultimate in flexibility for the future, however, will probably lie in digital
beamforming techniques(

7
) which only require the provision of constant level high

stability reference signals to downconversion mixers prior to signal digitisation. This
is covered by the consideration of r.f. signal manifolds earlier in this section.

A final requirement of array radars in terms of signal distribution is that of
control signals, in almost all cases digital, to set phase and gain in the individual
element or sub-array channels. The very maximum requirement here would be for a new
beam dire,:tion every pulse repetition interval, unless schemes involving receive beam
steering ~ithin the interval were to be implemented. For a 1000 element array and a 1
ms p.r.i., the data rate for each element is a few kb/s and for the array overall it is
a few Mb/s. The exact numbers depend on the number of bits of precision in phase shift
required and whether amplitude control is also needed.

1.2 Satellite Communications

Most current satellite communication systems use a single global beam to cover the
earth's surface from geosynchronous orbit. This is obtained from a single radiating
aperture such as a parabolic reflector or a horn. The limited channel capacity, and in
the military context, lack of security, of global beams has led to the need for systems
which can provide multiple beams on the earth's surface

(8
1. For the enormous market of

communication with low gain mobile terminals on land, sea or air, future satellite
systems will have to produce high gain agile beams. The satellite antenna will
therefore have to use phased array concepts, either in the primary radiating aperture or
in the feed for a reflector imaging antenna system. Phased array apertures are already
at advanced stages of development, for example, in the DSCS III military satellite and
the ESA-sponsored Multi-beam Array Model civil communications project

(9 
.

Signal distribution requirements are similar to those in radar. Active array
concepts are particularly favoured because of the limited and gradual degradation in
performance as components fail. Many performance aspects, such as good inter-modulation
performance, are more readily achieved by distributing lower power r.f. amplifiers over
the radiating aperture rather than passive distribution of power from a single high
power TWhA. Since too, communication channels are usually assembled at baseband or i.f.
into groups for a particular beam, there is significant benefit in using i.f.
beamforming systems.

Thus, an on-board satellite communications antenna of the future might typically
require r.f. signal distribution to individual array elements at the mW power level with
phase and amplitude stability of a few degrees and few tenths of a dB. Common
frequencies at present are 1.5 GHz, 7/8 GHz and 12/14 GHz, with systems usually
requiring only a few per cent r.f. bandwidth for the separate transmit and receive bands.
Hcwever, interest in the 20/30 GHz and 44 GHz bands is increasing rapidly. The
beamforming system, if of the i.f. type, would need to operate at a frequency
sufficiently high to cover the transmit or receive band; because of the requirement for
full duplex working, separate transmit and receive beamformers would normally be used.



V..

In the transmit mode, the r.f. feed to each amplifier in the array aperture needs
to be at a level of at least some milliwatts, otherwise the amplifier gain to achieve
output power at the tens or hundreds of watts level becomes inconveniently high. To
some extent, the level of the input signal is limited by the output power capability of
a single reference source solid-state amplifier divided by the number of individual
array element power amplifiers to be fed. (Fig. 1).

Stability of the transmit frequency is, of course, of prime importance particularly
with regard to coherent processing; a typical modern radar would be expected to have a
carrier signal-to-noise ratio, S/N - 130 dB in 1 Hz bandwidth. To achieve low
sidelobes, which is currently important for lowering the probability of intercept, good
control of phase and amplitude over the array aperture is necessary.

OB 20B\

-30 

\

D

10 100 1000

Nmoer of Array Ellments

Fig. 2 RMS Sidelobe Level as a Function of Number of Array Elements

RMS Phase Error RMS Amplitude Error

A: 200 2 dB
B: 100 1 dB
C: 50 0.5 dB
0: 10 0.1 dB

Fig. 2 shows typical tolerances on these quantities for given achievable sidelobe levels
and array dimensions.

Currently the typical radar signal r.f. tunable bandwidth is of the order
of 10% to provide frequency agility, but future systems may require even greater
bandwidths, possibly up to an octave.

Thus, a typical requirement for a future array r.f. distribution manifold might be
to deliver to some hundreds of output ports a signal at the 10 mW level with S/N - 130
dB (I Hz BW) and long term stability of 100 and 0.5 dB. The severity of this task is
naturally also a function of the radar frequency which would most likely lie within the
1-18 GHz range at present, with a preponderance towards the 1-5 GHz band of frequencies.

In the receive mode, the r.f. manifold may be used to combine the signals from
array elements or sub-arrays to a single output port, or several beam ports in the case
of multiple-beam arrays. Alternatively, it may be used to distribute the local
oscillator signal at constant phase to each element. It is in receive mode that high
dynamic range becomes a key requirement of the signal distribution path. A typical
radar receiver output before processing may have to encompass signals over a dynamic
range in excess of 100 dB. In individual outputs of elements or sub-arrays in an array
radar, the dynamic range requirement of each path in the manifold is reduced in
proportion to the number of elements, but still represents a very large dynamic range.
The phase and amplitude stability requirements of an r.f. manifold in receive mode are
likely to b- more severe than in transmit mode due to the need to obtain very low
sidelobes and thereby reduce the susceptibility to jamming. For this, and in order to
implement adaptive nulling of interference sources, as will undoubtedly be required in
all future military radars, tolerances may become as tight as 10 and 0.1 dB. A typical
future system, if it used an r.f. manifold on receive, would have low-noise amplifiers
at each element or sub-array to define the system noise figure (Fig. 3). Thus a certain
amount of loss in the



Neumann made an ingenecus "emergency invention", which is now called "von Neumann;s
bottleneck"; certainly an unfair expression, because without that bottleneck, it would
have been difficult for the electronic computer to get off the ground. The unfairness
inherent in the expression "bottleneck" is even more apparent, if one remembers, that
von Neumann also had the idea to use electromagnetic radiation instead of electrons as
information carriers.

Ii. I

OP'ICAL TECHNIQUES FOR SIGNAL DISTRIBUTION AND CONTROL IN ADVANCED RADAR AND
COMMUNICATION SYSTEMS

J. R. Forrest
Microwave Research Unit

Electronic & Ele-trical Engineering Dept
University College London

Torrington Place
LONDON WClE 7JE, UK

SUMMARY

The paper outlines the signal distribution and control requirements of some typical
advanced radar and satellite communication systems. These involve the ability to
handle:

(a) r.f. reference signals at frequencies up to at least 20 GHz with high stability
and signal-to-noise ratio.

(b) i.f. signals of large dynamic range, typically at least 70 dB, with relatively
high fractional bandwidth.

(c) digital control commnands at the Mb/s level.

A number of research teams have investigated exciting and elegant possibilities for
the use of optical frequencies as carriers for this signal information and its
processing. However, many schemes proposed have not been fully assessed in terms of
realistic system requirements which place severe constraints on noise, stability and
dynamic range. The paper re,!iews much of the current work and attempts to put
possibilities into perspective, taking account of the practicalities.

Result. Irom experiments at UCI, on phased array radar signal distribution and
satellite o.amforming systems using optics are given to illustrate the principles of
optical signal dlistribut ion and control.

I. INTROUC f[1ON it SIT M fu ;,Sil S

1.1 Radar

Radar sy toms hav- [_iqr-ied sibstantially in the last few years. Phased arrays,
such as the Hughes "Fir~inlet" I, the Maiconi "Martello" 

2
3 and the Plessey AR320

( 3
)

are in prodctior, for 'rackinui -1 sirveillance applications. Multiple beam formation,
as used in "Martello", show- th importance of advanced signal processing in modern
radar and the need t(> access individually a large number of parts of the array aperture
(individual elements (,r ub-arrays,. Solid-state radars such as the GE592

(4 )
, the

westinghouse 2000
(5 ) 

and newer Marconi "Martello" versions reduce the need for
distributing largo amounts of r.f. pow<r to the array aperture through the use of power
ampliliers behind the aperture itself. Thus, it is likely that a majority of future
array radars will only require relatively low level signal distribution to, and return
from, the aperture. However, this signal distrioution channel must allow the passage of
r.f. signals with high amplitude and phase stability for the transmit and receive mode
or local oscillator signal for receive downconversion, for i.f. return signals with high
dynamic range if downconversion at each element occurs, and for baseband signals to
control phase and amplitude at active modules in the array aperture.

A-av I lenevis

R.t Man ld

nil iv stote

FM oare

Pig. 1 R.F. Manifold for Active Phased Array



15-7ISCUS! 'SION

S.A.(ollins Jr.. US
,t halts N,'ur ali i..el to fhe qietion oi residue arithmetic aii division*

Author's Reply
Ihere arc sevcral things I didn't mention. You can't do the division. It turns out the only thing you need to do in some of
th.se problems is normalization of some sort; that can be done by computing the reciprocal and then multiplying by the
stored reciprocal. You're right - it's a problem for residue arithmetic. There's another problem with the deformable
riirrors and that's representing negative numbers; it arises becaise intensities are used for performing multiplication. If
in this sort of probler arns out that you can arrange it so that one of the things that you are multiplying by is always
positive, you calt do the negative products first and then do the positive products. That's messy and that's another area
that needs some attention paid to it. exactI ho. to do it.

,IP.IDakin, UK

( i uli .% ,p rcrhps dicuss he pot..n ial prih'lins ot diffraction limitations of deformabie mirrors and also the optical
,,ss pi 'lts,, ill g, 'inp throtugh itllltons ini the s\sten. please'

,uthor'% Repl%
'\ lf. III lvi|oln ,\s.pcrI on the de ic, s I think ini the diffraction thing you need to look at the references. I have one in
iht piper iO' see 'dv .iiiccN ill ( )Ilitcal Iifrmatiin Priicessing," by Dennis Pape and Larry Hornbeck, SPIE 388, Jan.
I ',., Vi , feel 1hit, mlal.i ceable that',, is it going to be a problem, Your other question on optical loss problems: well,
It sW'Uih tiIL' III tha hI )pI III ivilig s",roe .lctrmit "N sol 'i m niot losing. I'm putting power back in in the electronics. But if
I It, irs i I" dh" i,' iiv. ho le' thing optl'all, that co uld get to be a problem: you know you need optical amplification in
iii AI C l iii I g 1 i1i i ugh Ihill h ot lai r crcuiLt, that's electronics, so it's generating power.

I.,.Mackiniosh, [ K
( lid %'':t C01imr1l01 I'll the s'Iciial reliability of tie device perhaps measured in the total number of deformations
p'issiile )n amll iv cletneit"

.uthr'% Reply
I s) ,. nic ian rel.hilit II time oI r in the number of deforrnities in the initial device'?

LN. Mackinhtosh, 1' K

V, ell, ultimatel, ovc its life oure going to expect to def, rm any one element a certain number of times. Can you
COViMieilt o iiiit that is likel, to project to'?

Author's Reply
Ihis is stilt very much al experimental device. and I hope I didn't give the impression that these are available off the

shelf. [here are ome I 28 by 120 arrays that are being experimented on. What is being worked on now is a small part of
a larger arraly t shoy the density and the addressing can be done for the larger array. People have built these devices in
the past on several occasions - IBM, Westinghouse - and at that time the technology wasn't available to place all the
addressing circuits in such a small region the size of the mirror. Some changes in the technology and some ideas
developed at I. have made it possible to produce the device. I think being a silicon based device - well, I don't know
hom cmnsistent - for this sort iif computation I am doing here, if it changes in time it is probably possible to read what..
you could di a test on the device and determine its sensitivity - the brightness relative to the voltage that has to be
applied and then make the correction. You know I am using electronics to provide the inputs, so I am essentially using a
storcd curve for the transducer clenents. But I really don't have a god feel. The feeling is that the thing should be
pretty good, but I don't have any figures on it.
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numoers back to decimal is not re-u re3 in.. these iterations n-3' p
completed. For the I billion operat :n pe secord macnine, w tn v
reduction applied twice, this ,nvolvns approx .:aIe ly 6000 iterat , is.
Consequently, it takes approximately 48 secvmd; to snve the eqia- ions for a
problem of mesh size 500 by 1000. Therefore, tne :onversin time is neg" gre.

CONCLUS:)N

A relatively simple optical computer was desr: bed rich is :,ipi:iperforming one billion operations per second w.tn bt , " :

neighbor computations. It assumes the avalIab1l ty of deformab e m :-rr ' r
havng 1000 by 100C elements which can be se

t  
n 8 mse :nds. A s -._ ,

witn two deformable mirror devces, one CCD, and some s7e ee--.
operates at 15.6 million operations per second. H:qher perfornan]e is a:in.-,
by duplicating this equipment oecause the nearest ne:gnbor and res.1e ::a
concepts permit perfect *ara .e" eff:c:en:ies. The matrix ooerato.s :,.-a'
the -omputation because overlapping of othe:- cpecat:o!s is pos-. bi -'y a 1'. -7
modi f cat on.
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APPLICATIONS

Nearest neighbor finite element computations

Equations for solving finite difference and finite element Problems with
regular, or distorted from regular, grids can be formulated by replacing the
derivatives by difference operators. Assume a grid imposed on the field with <
a north-south index, increasing in the south direction, and m an eas-west re,
increasing to the east. Tne overrelaxation algorithm for updating the k,m th
value at the ith iteration in solving an elliptic partial differential eqgat.on
with a four point difference operator is,

4,(<4 C14 (k-_) Lt(-'- (k (3 .} *,) h<- ,-)

The coefficients'a' have been scaled by the overrelaxation coefficien-., f (k,m
represents load that is applied across the grid. Equation (3) is mpleme7%ed
most efficiently by means of a nearest neighbor computer such as the ore
described. The field u is maintained positive and the whole compta ion mus, De
performed for positive number coefficients and negative nunber coef :-Fn*s
separattly, as mentioned previously. The field u((k-l,m) is plated on DMD 2,
displaced in the south direction by one row as suggested by the k-1 index, a d
the coefficients a.(k,m) for the north direction are set on DMD i. The result
of element by element multiplication is accumulated on the CCD. Tne flield for
u' (k-l,m) is now set on DMD 2, displaced by one row north, and the coefficients
a,(km) for the south direction are set on DMD 1. This process is repeated for
east, west, load and previous iteration field, while the CCD accumulates the
results. The convergence of this approach will be slower than that for a ser.al
machine unless a red-black or odd-even approach is used, (1). in this case, the
grid is divided into red and black nodes to 1ooK like a checker board. The red
points are updated in one iterat ion and the black on the next. Parallelis- is
lost unless the CCD is read out on each iteration and the problem mesh is 'W:
that previously used.

Nearest neighbor jmag 2rocessinc

The machine is most efficient for operators that are "o-" ,n -C
Several applications were proposed in reference I, sucr as 5 DY j ma: n x
filtering and averaging over pixel neghbors to compensate for p: xe, jrp -,

3 by 3 filters are commonly used for su-h processing as edge enhanemt . N,-
that the 3 by 3 filter is applied simultaneously acruss the whoe o; t _re a -
may vary from one point to another. Imagc fllter:ng that .nv,)vP ',
values at distances greater than the nearest neighbor can be performe: ny means
)f several iterations.

PERFORMANCE

DMD's having 1000 by 1000 elements are ant i,:ipaed in the next few years.
The performance of the proposed system wi'n such a device is :onsidered. The
time to set the device in parallel is ass-mel no be 8 mse:. Assuming a moduli
set of s:ze 8 in order to produce a 32 nit machine, the DMD's can process an
array of size 125 oy 100'. 15xl lO ni opers are multiplied w:th the
matrix-matrix element multiplier .r 3 nisezonds, correspondIng to a rate of 15.6
million operations per senond.

The overall speed need not be much slower than the matr ix -or, utat on tme
:f sufficient parallel electronics is ised :n the iteratin: oo. Perfect
Parallel efficiency is poss:bl- because tne modulo ope:a' evo omp*e-ely
rndeppndent for every val e. It is possible to apply a further cv',:Ie of ytc
reduction to tne red-bla < algorithm, that is take the red point, 3 1 V),mIS a
further :neckerboarJ on *neo and repeat th i w ith the blaK pounts. Tn's pe. ,-,t
re modulo operation on one set of field values to ocur in parallel w th tht
alclaton of anot er set, 1211. This would be efficient for probiem e

than are twi,:e as .ar aoa:n. One circuit nas to perf:or:i 0 -,-1,dulo
)perat' ons :n 8 mse r-Is corrsspoding to a rate ot 12h kHz, i f ee s a-
eIec'ronic cr: lt for ei n row of the CCD. Float ing po:rt '_aI,'a it'v :s
desirable and this has not yet bee: explored for this processor, (28.

is possible 'L' in-reaz;- the mal-nbne speed to I billion opera" ons P!-
second by simply dut : . -. ng -he equipment for each residue nuhe:- i i;s x6)
and for ea'h of the ei:3, sums nerforied In a finite element pri, r . inn
triangular elements X 9. The mult p!-cat ,ars for the neare" re igh:
:omputation for differe' Jire -, Inns aay be per'formed in parallel w:.h pe: ec"
effi7ienny as sugges ' i i n r 'le , ". The advantage of the res._1, n '
system is 'nat ea-h of t he -ode eo's ma/ Oe tTar ated completely :nde1e:,de-,t-
providing perfect parallel eff.s-e'cy. '.-2 N log N iterat nns of the
alqorinho are required for an N oy N -rid, (2' Conversion of the reside



point tT plane) to filter cut .0w sp at !al f reuerici. I To- 'e s top s5 7rcja r
fora de torma I) e membrane dev i ce and a ross z f) r a a t leer be am ole corian o e

11mi*Cr . The same lens oerforris the omagiogq of tne array of dots rema11iing, t he
A cos h a v o intenris it ie s dePp e e i n h e m Irr- rr de f .- ons.

There is a nonl inear re a- or be- ~ thp voltaqe appli ed to) a d rai1n lin'e
Df he DMD an", -he Lnteiis'ty ot tne spo' 'a.' on the CC[). A look op tar).e is
oised to convert data values to voltage so 3s t o provi de inrea r , nzters itv yof
spors v; th "d, ,.3 valIo es for Tut il.natr 1 n As explallned in referen,:e 11), 0011
mosaItive va P;(s may b e :mu 1i ied w 1thI an- ~n ohe r ent light sour -e . n the
0cc at ions of 6neet niy one opera31d wiiL be negato Ve, conSeo- y. the
mu r p iad oDn ~sseparaeo inilO tdo) parts, that involving negat-ive nomoe:-s ac
- at i nvo.v Ing pesit.ve nmr The 3niWers are .Known to roe negjat ve anrd

ntIve resijecntively.

A matrix with elements a L is er'l-rei on. DM0 1 and a matrix with eI eiiers
o is en tered on DV.0 2. DM0 's tl"ei imaged on to 0510 2 and the result

T a oed on to a CCD. An element of,, the rel Ing matri. x c' .Is the pri:oduct of
..e two elemoents :n the same nia' rix r)o a'ion in the two matrices,

c. a b ,(0)

-lemnrt prolo;,,ts of other oarices ma y ce adlto tne result bec:ause of the
.e inte~jra' ng propeies of the CCD. Hos.ever, the number of ma-rix-matrix

.'.-cni Drodl - s mnat may; e a~ded :s 1;n 'ted by the dynamic range of the CCD.

modiulo opera: ion

Mulutiplying and adding numbers in a resid-e number system w ,11 generate
s ) m.e numbers that exceed the modulos for the -rumber system. The maxim,_r nlumber
forL a relative prime number in the moduli set is approximately 4 times the
p rodu,;c t of tne relative prime numoer in the case of a 4 point finite difference
scheme. Consequently, it is necessary to reduce threse numbers ba 'K :nto) the
a ppropriate ranges for the number system. Assurme a modulo set m, :z ', and

tnii e-sult of a computat ioni for "he ith me7nber of the set is x , hen
:opera, . n corresponds to oimp-i 'l >r'e-idluls,

(2)

t he numb~er of tines that x I-s divisible by m

Fi;ore t snows metnods of perf rI-~ n todlo function . .vigure ha is
iana.,og s/ste:iin nwhirnh the voltage rer !eser.tLng intensity from the CC-, in tn e
7-:- talr x elemenc, mult iploer is cx a ontrol the length of come tor wni-h

sa~ , g Iohqe:nera toLr cr s. The ", p 1 of t he wav'eform _orr-esrornds to t he

r, a, e ):me number in tohe nodilo se, . he 3enerator signal Is shaped to
' or the nonlinearity of Ile DM0, as Jescribed earlier. The height of

re on ir,, t voltIage si;gna L when t ne -ioe swito -hes of f represen ,s the modu loed
13 -: r esiduje for the sope: if ic re ar ive prime number. Figure 61b) shows a

L II I lo3 svit em woinh i s I Ike y o be io r- e expe ns ive. A 14 bit analog to
~-overto r i s requi1red to cope wi h e largest number which- may arise in

eent c-omput at ions with t:r ang ;a ar elements. The lock up table
ajes , e --or respuond ng moduloed digiral number ad,ustei ,'o -ompensate for

the DMD -on.lnearitf. Another method of pe. orminq this is shown in referen-e
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Fig. i0 Ratio of R.F. Power at Manifold Input to R.F. Power at Array Element
Input as a Function of Number of Array Elements.
A: Fibre Optic Network
B: Coaxial Cable Network
(typical values)

A fibre-optic link has been used to demonstrate the provision of the r.f. input
signal to a 3 GHz phased array module

(24 
. For this module, an input signal was

required at a 10 mW level to drive two mixers, one associated with the transmit section
phase locked loop control and the other with the receive section downconversion. The
laser output, modulated at 3 GHz, was detected in the module and amplified to the 10 mw
level in an FET amplifier.

The single fibre optic link for remote positioning of a radar receiver becomes
attractive when the distance involved exceeds some tens of metres and when the dynamic
range allowed by the attainable S/N in the required bandwidth is acceptable.

3.2 Phased Array Radar Calibration Systems

An important aspect of phased arrays is their calibral ", and monitoring. With the
severity of future phase and amplitude control requirements, it is unrealistic to expect

that active array modules may be totally under open-loop control; some form of regular
in-built calibration and monitoring scheme will be required. Such a scheme (Fig. 11)

AA60

control
loop

BAI NF F,,

Ref. source

Fig. Phasod Array Calibration and Monitori g throuqh Contio of Phase an'
,

Amp]itude Trimmers in Each Element.
FF = Far Field Probe
NP Near Field Probe
BA - Behind Aperture, Probe



requires injection of a calibration signal, either from a far-field source, a near-field
source, or a probe in each array element aperture region. Calibration signals passed
through the beamformer may be compared with the reference in a phase/amplitude
discriminator on an element-by-element basis and control signals derived to ad3ust phase
and amplitude trimmers in each element. The accuracy of the system depends on
discriminator accuracy, control loop accuracy and signal injection accuracy, the
last-mentioned being the most difficult to achieve; a conventional r.f. manifold to eed
a reference signal into each element would suffer from temperature-induced and other
path length errors and would severely limit calibration accuracy.

It is therefore proposed that an optical fibre manifold could be used in this
application. Use is then made of the high insertion phase stability of this manifold
and a single reference signal is distributed to many photodetectors feeding small probes
or other suitable r.f. signal injection couplers (Fig. 12). The relatively low level ot

Photodetector____ & probe

SFibre bundle

( Ref. source

LASER 14 Discriminator

Fig. 12 Fibre Optic R.F. Manifold with Photodetectors for Array Calibration

r.f. signal produced at each detector in such an optical scheme is now not a difficulty
since the array receiver, which is part of the system to be calibrated, provides
adequate gain.

4. IF AND BASESBAND SIGNAL DISTRIBUTION

4.1 Phased Array Radar l.F. Links

The concern in this application is with the transmission of relatively low level,
high dynamic range signals back to the central processor from array elements after
downconversion to i.f. at a typical frequency of 70 MHz.

Since signal bandwidths may be 10 MHz or higher, digital techniques, which would be
the most common for optical links, imply very high processing rates. For approximately
70 dB dynamic range, 12-bit digitisation would be required at a digitisation rate of at
least 20 MHz. This is very much at the limit of current technology, so analogue
techniques would be the obvious choice. A natural start would be to consider the use of
amplitude, or more strictly, intensity modulation of the optical carrier, followed by
baseband, or square-law, detection in a simple photodetector. Using the basic
principles outlined in Section 2.3, and presented graphically in Fig. 13, it may be seen

130

S/N9

dB/Hz

go
70

1 O t00 w 100

optical power at detector

Fiq. 13 t'ypical S/N Performance of PIN Photodetector and Amplifier



that a typical uetector will only achieve a value S/N ' 60 dB in 10 MHz bandwidth at an
input opt ical power of 1 mW - a value close to the point where saturation of the
detector occurs. it seems therefore that some 60 dB dynamic range in 10 MH bandwidth is
the maximum that can be expected.

Frequency modulation techniques involving applying the signal information to a VCO
controi input and varying the modulation frequency of a laser, followed by detection and
discriminator action, offer slightly higher dynamic range. Nith wideband f.m. involving
a VCO centre frequency or approximately 500 MHZ, some 70 dB of dynamic range for signals
of 10 MHz bandwidth may be obtained.

The major disad'antage of such schemes which require high dynamic range from small
input signals is th, need to provide very considerable amplification in each array
element in order to provide the required high level of optical signal power at the
detector.

4.2 I.F. Beamformers

As -ndicated earlier, there is growing interest in antennas, particularly for
satellite communications applications, that can produce multiple beams. The beamforming
network, if used in transmit mode, must take a number of signal inputs designed to be
transmitted on particular beams and provide at its output the appropriate coherent
signals with amplitude and phase relationships to form those beams (Fig. 14). At

EILEMENT PORTS

OFAr! PORTS

Fig. 14 I.F. Beamformer used with Upconversion to Feed Array Elements

microwave frequency such beamformers are usually configured as complex waveguide
structures, or as microstrip Rotman lens structures. For large numbers of array

elements or large numbers of beams, these beamformers become very difficult to realise
and beamforming at i.f. using resistive matrices is usually preferred . However, such
resistive matrix beamformers are limited in their upper frequency of operation and hence

bandwidth; a maximum bandwidth of 10 MHz is typical. They also suffer from

cross-coupling between ports and somewhat marginal performance in phase and amplitude
accuracy (eq. 5-100 and 0.5 dB).

A beamformer based on the use of optical fibres as signal delay elements
( 2 3 )

(Fig. 15) to create the required phase relationships at the output ports appears
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Fig. 15 Optical Fibre Beamformer

attractive because of the high potential phase accuracy and wide bandwidth. The fibre
lengths required do not exceed one wavelength at the operating frequency so the
beamformer is compact and of low mass. The attainable phase accuracy is limited by the
accuracy to which fibres may be cut; this, together with the frequency response
limitations of laser diodes and detectors limits the upper frequency of operation.

In communications applications, intermodulation performance is an important

consideration. The signal-to-third order intermodulation ratio S/I 3 places constraints
on the operating levels of components in the signal path, such as laser and detector,
the former usually dominating. The overall performance of the beamformer is summarised
in the relation (expressed in dB):

B + (S/N) + F + 2LEX + 20 lOgl0NE = 193 + 10 logR E + P 0 1 3 - (S/I 3 )

where (SIN) is the desired signal-to-noise ratio in bandwidth B, P0 1 3 is the third-order
intercept point of the laser optical output power, F is the noise figure of the

photodetector and amplifier, RE is the detector load, NE is the number of elements in
the array and LEX represents optical coupling losses (laser-fibre, fibre-detector). For
B = 50 MHZ and (S/I 3 ) = 40 dB, a typical system with some 20 array elements achieves
(S/N) - 30 dB, which matches many communications requirements.

Experiments
( 2 5

) have verified some of the predictions for such a beamformer and
indicate that it represents a very real advance on other beamformers for a number of
multiple beam applications. Amplitude control of signals to individual array elements
can be provided by neutral density optical filters used as optical attenuators, but a
practical problem still remains in finding a good scheme for the splitting of the laser
output into many fibre paths.

5. CONCLUSIONS

Optical techniques offer some advantages for signal distribution and control in
advanced radar and communication systems.

They are clearly ideal for transporting microwave signals over considerable
distances, as in remote positioning of radar receivers, provided high dynamic range is

not required and an enclosed transmission path is essential. They are an elegant means
of di-tributing low level r.f. or i.f. signals around an active phased array where these
signals are of relatively constant amplitude (as in mixer local oscillator applications).
However, there is currently a rather restrictive limit on the size of distribution
network possible.

They are obviously suitable for distributing digital control signals to phased

array modules and confer considerable immunity to interference.

They are less suitable for high dynamic range signals, such as the received radar
returns, either at r.f. or when downconverted to i.f. Future developments in coherent
optics or in fast optical A/D technology could, however, influence this conclusion.

Currently, the optimum applications for optical techniques appear to be in i.f.

beamformers for multi-beam communication satellite systems and in calibration/monitoring

systems for phased arrays.

• m Im. mm I m m m unan nlmn~lm| U4,
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D)ISCUSSION

P.T.(;ardiner, UK
You mentioned the Phase insensi tis it of the fibres dute to temperature. C ould (oILI comment on the phase setisitivits
due to the fibre's sensi tivi. ti to straint effects, fo r example in s'ihra io n?

Author's Reply
Yes, the effect of the Fibres ini regard to strain and vibration, one could thitnk in at similar way oif course to temperature
effects. Any distortion of the length of the fibres would he important in that regard. so it one saried the length of the
tibrejust as it it were a temperature e'ffect tine would indeed see distortions of phase. and so) ott. Normally the fibres are
very good in terms ot their response to strain and where this has been particular]% itmportat th - ~ be t made uIP
into eables with reinforcing members, So I think the answer to your question is: I don't thitnk there's a problem there.
[here are problems, of course, with regard to vibration acting as at modulation ott thle fibre if yoiu are w orkittg with base

band signals. We arc here workitng with signals which are well above the normal range of vibration freqluencies: swc arc
talking about well above a megahertz where the atmouitt of energy that can afflect the fibre iii ternms of disto rtintg loaids
and so omi is insignificant.

S.Ritchie. UK
mcertning your heterodyne technique, wsould on like to say any thingi about1 the linewidth requirentents of the lasers.

Author's Reply
Of course it is siwally imiportatnt in such aI system that the intrinsic littewvidth of thle laser s must lie less thltl the loop
locking bandwidth. because otherwise the loop could not lock up. Now it is relat isely straighitorsiard to attain loop
bandwidths of many leits of ntegahertz. The current system which we use has at utip'bandwidth of round about 5t1 1,1l f/.
The lasers which we use are single mode lasers which have a lute wvidth of the order iif a kil 17. Sit there is no difficults in
obtaining a locking up of the lasers on that basis. Attd what happens. o~f course, in the phase lock loiip is that onie gets a
reduction - a %cry very strong reductioin - due toi the loop actiont of the itoise close to carrier. So elfctisely the laser
linewidth is narroiwed, the output uif the heat frcquetie front the detector is narroiwed friim the basic laser littewidhis.
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SUMMARY

A major limitation to achieving significant speed increases in VLSI
lies in the metallic interconnects. They are costly not only from
the charge transport standpoint but also from capacitive loading
effects. The Defense Advanced Research Projects Agency, in
pursuit of the fifth generation supercomputer, is investigating
alternatives to the VLSI metallic interconnects, especially the use
of optical techniques to transport the information either inter- or
intrachip. As the on-chip performance of VLSI continues to improve
via the scale-down of the logic elements, the problems associated
with transferring data off and onto the chip become more severe.
The use of optical carriers to transfer the information within the
computer is very appealing from several viewpoints. Besides the
potential for gigabit propagation rates, the conversion from
electronics to optics conveniently provides a decoupling of the
various circuits from one another. Significant gains will also be
realized in reducing cross talk between the metallic routings, and
the interconnects need no longer be constrained to the plane of a
thin film on the VLSI chip. In addition, optics can offer an
increased programming flexibility for restructuring the
interconnect network.

NATURE OF THE PROBLEM

The rush to pack more and more computing capability into today's electronic systems
will soon be radically slowed unless a major change is made in intra-computer
communications. Although problems exist in providing communication links at all levels
of computing (from chip-to-chip, through board-to-board, and on to machine-to-machine),
the most serious limitations are seen to be at the chip and wafer levels. Many
conceived algorithms have not transitioned into architectural implementation because
they are so heavily interconnect dependent that the necessary LSI or VLSI chips would
consist mostly of interconnects. Let us ta~e a closer look at the origins of this
interconnect problem (ref. 1).

There are three problem areas for which optics can significantly impact: increasing
interconnect delays, increasing requirements for the number of interconnects, and
increasing effects of electromigration. The latter problem is a direct result of
scaling down the feature sizes in order to decrease the channel length of active
devices, thereby reducing the switching delays. As the cross section of the conductors
decrease, the probability of failure in the conductor increases due to increased
electron bombardment of the conductor atoms. This can lead to a displacement of these
atoms which may result in an open circuit.

The other two problem areas mentioned above result from packing more circuitry onto
chips to take up any space that was gained during scaling. In other words, the chip
sizes are remaining relatively constant despite continuing attempts to scale down
feature sizes. The problem of increasing interconnect delays may best be understood by
taking a look at the effects of scaling and packing on the RC time constants of the
interconnect conductors. It the linear dimensions are all reduced by a factor alpha,
the resistance of the conductors will increase by alpha and the capacitance between the
conductors and the ground plane will decrease by alpha. This results in the time
constant being independent of any scaling effort. The conclusion to be drawn is that
the integrated circuit speeds will eventually be limited by the interconnect speeds
because they are not scaling down with the gate speeds.

The above analysis was based only on scaling with no consideration being given to the
effects of packing. When packing is considered, the limiting effects of interconnect
speed become much worse because the interconnects, on the average, are just as long as
they were oefore scaling. This is based on the assumption that the chip size is
remaining constant. If one again looks at the expressions for conductor resistance and
capacitance and leaves the lengths unsealed, the resistance is seen to increase by
alpha squared whereas the capacitance remains constant. This means that the RC time
constant increases by alpha squared resulting in the interconnect delays becoming the
major speed-limiting factor f.r VLSI and VHSIC technologies. The relatLive magnitude of
this problem is illustrated in figure 1 (ref. 2) for the various interconnect metals 01
polysilicon, tungsten silicide, tungsten, and aluminum.
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Figure 1. Gate delays versus interconnect delays

The second problem area mentioned above was the increasing requirements for the number
of interconnects. According to an empirical relationship known as Rent's Rule, the
number of external connections required is approximately equal to the 0.61 power of the
number of devices on the chip. This number would be considerably larger for
interconnect intensive chips. For VLSI chips with several hundred thousand devices,
the interconnect requirements would be considerably in excess of the projected
capability (200-300 pins) of the novel solder bump bonding techniques under
development. More importantly yet is the limitations that the limited pin counts place
on the architectural design of VLSI chips.

ALGORITHMIC IMPLICATIONS

Reducing the cost ?power, delay, area, etc.) of interconnections will open the door to
new architectures and algorithms that heretofore have been impractical. Architectures
have been conceived which would result in more than 75% of the chip area necessarily
being expended for the interconnections. These so-called wire-limited architectures
are awaiting a solution to the interconnect problem. Let us take a look at the class
of algorithms which lead to such interconnect intensive architectures.

The least interconnect intensive algorithms would be those dealing with direct
point-to-point dependence of the output on the input. An example would be image
contrast reversal where each individual output point is directly related to an
individual input point, and each input/output point pair has the same functional
relationship. The next higher level would involve neighborhood dependence of output
points on the input. Image edge detection algorithms would fall into this class since
each output pixel is a function of only those input pixels in the immediate
neighborhood of the point of interest.

The above algorithmic classes do not have high interconnect costs. However, the next
level of interconnect intensive algorithms deal with more global types of input/output
dependence such as is the case with the Fast Fourier Transform (FFT) as shown in figure
2. An important point to note with respect to the FFT interconnect diagram is that all
but the first nodal stage could be eliminated if it were possible to reconfigure the
interconnects. This would offer a significant reduction in either logic elements or
memory transfers for large FFTs. The possibility of realizing such dynamic inter-
connects will be discussed later in the paper.

Figure 2. FFT interconnect diagram.

The highest level of interconnect requirements would be presentud by space-variant
filtering. Not only are all output points dependent on all input points, but the
turnctional dependence changes depending on which input/output pair is being considered.



This requires either an extensive interconnect network or many time consuming routing
operations.

OPTICAL INTERCONNECTS

Optics offers the potential for realizing very significant improvements in the speed of
the interconnects, possibly as high as 10 to 15 gigabits per second. The much higher
speed capability of the optical interconnects over the gate speeds provides the
opportunity for multiplexing which, in turn, leads to the ability to accommodate a much
larger number of interconnects. Although the optical analogy to electromigration could
exist with fiber interconnections, there exists little cost motivation to scale down
the fiber dimensions to where such considerations would be a factor. Another very real
advantage of optics lies in the decoupling of the electronic circuits which the
electronic/optical conversion provides. In addition, there would be a freedom from the
planar constraints of the electronic microstrips, and the drive power for the
interconnects would no longer be dependent on their lengths. But one of the attributes
with the greatest potential is the reprogrammability that unguided, or free-space,
optical interconnects could provide. Recall the cost savings that such dynamic
interconnects would achieve for the FFT.

FIERS

GUIDED

UNGUIDED

Figure 3. Optical interconnect schemes

Let us take a look at how optics might be used. Figure 3 illustrates four possible
concepts - the top two using guided channels while the bottom two are un-uided schemes;
i.e., they do not involve waveguides. The planar waveguide configuration could be
realized by incorporating a waveguide layer in the VLSI chip, but we would still be
faced jith the planar constraints, and waveguide scattering might generate some cross
talk. The optical fiber scheme overcomes these disadvantages, but does not allow us to
take advantage of the spatial multiplexing capability of optics. ThiL. leads us to look
to unguided techniques, which take advantage of the fact that any number of optical
beams may independently exist in the same spatial location in a linear medium. The
scheme shown on the left employs a mask which determines which sources "see" which
detectors. Even if the masking structure were to employ imaging elements which could
refract the light to the appropriate detectors, the overall system is not light
efficient due to the absorption by the mask. The final concept employs holographic
optical elements to diffract the light to the correct location, and affords a great
deal of architectural flexibility. An intermixed arrangement or VLSI chips and
holcgram arrays could someday eliminate the need for the massive bundles of wires
currently used to move information ineide computers.

Before discussing the reconfigurable interconnects, let us take a look at some existing
programs designed to provide optical interconnect technology for the Strategic Computer
(fifth generation computer) Initiative of the United States Department of Defense.
Figure 4 illustrates an upcoming demonstration designed to study the trade-offs
between the optical fiber and the conventional microstrip interconnect technologies.
The demonstration will employ 4 emitter-coupled-logic (ECL) word generators each
operating at 250 megabits per second. These four circuits will output into a 4:1 elec-
tronic multiplexor, two of them via microstrip and two via optical fiber. The output
of the multiplexor will then be used as input to a I gigabit per second optical fiber
channel . For the first demonstration, the silicon based signal generators will be
wire-bornded to tihe GaAs optoelecironic circuitry. Later demonstrations will be moving
toward GaAs monolithic circuits and toward more efficient GaAs/Si interfaces.
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Figure 4. Optical chip-to-chip demonstration

This demonstration will use lasers which emit light horizintally from the edge of the
chip, which is the simplest mode of operation for integrated solid state diode lasers.
Since this requires that the interconnect signals be brought to the edge of the chips
(even for GaAs monolithic integrated circuits), the constraints imposed would lead to
very costly interconnects in such situationF as inter- or initra-wafer communications.
Therefure, a second program will employ distributed feedback lasers (figure 5)
munolithically integrated on 3 inch GaAs integrated circuit wafers. The distributed
gratings serve a dual function of laser cavity feedback and vertical diffrac-ion of the
lasr emission. Such surface emitting lasers open up many new architectures,
especially when free-space transmission is considered. For example, inter-wafer
communications would be possible across a narrow air gap between two wafers mounted
upside down with respect to one nother. As mentioned earlier, holographic diffraction
gratings could be used for inter- and intra-wafer free space links when surface
emitting lasers ire used.

qur,, ,. (jptical wafer-to-wafer interconnect

Mn
t

, i r Inis i t f ull advantage is to be made of the optical interconnect
sp. I , 'ib. ilii41 spsed letr ionic multiplexors are costly in terms of chip area,

, 1.,- 1. 11 I- tl ' MUltiplex ratios. The third optoelectronic interconnect program
lp muting will develop an optical time division multiplexing scheme as

oi-wn it, 6. A small gaqp is made in each microstrip and the gap is bridged by an
mat. rkil whose resistivity drops by several ordrs of magnitude upon

ur. t :t,hcrnt radiation. A single laser pulse may be transmitted to each gap
r opto-1.ctronic switch) via differing lengths of optical fiber such that the

wit ,hs ar, closd in successive fashion achieving a time multiplexing of the signals
I'll thr mii r-strip . Once again, multiplexing is possible due to the ability to pulse
th! lasti ,at much highcor speeds than the switching speeds on the VLSI chip.
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RECONFIGURABLE INTERCONNECTS FOR VLSI

The interconnect methods considered so far have been fixed in the system design, but
optoelectronic interconnects have considerable potential for programmability. This
extended capability may be considered for both of the unguided schemes shown in figure
3. In the first scheme, the mask could be replaced with either a two-dimensional
spatial light modulator operating in a binary mode or with a two-dimensional array of
optical bLstable switches. The use of these devices would allow the real-time
modification of the mask so that the interconnect configuration could be changed as
fast as the logic switching speeds. In the second scheme, the holographic diffraction
gratings could be rewritten in real-time using four-wave mixing.

The importance of four-wave mixing as a switching mechanism for optical interconnection
and, in general, optical computing, deserves some further discussion. The similarity
between degenorate four-wave mixing and conventional holography is illustrated in
figure 7 (ret. 3). If one uses the grating point of view, four-wave mixing can be
viewed as th. simultaneous recording and reading of two sets of gratings. The object
wave interferes with each of the two counter-propagating input waves (E1 and E
producing the two sets of gratings. For each set, the non-interfering wave is Bragg
diffracted by the respective grating to produce a phase conjugated component wave.
These two components then coherently superimpose with one another to produce the
phase-conjugate return wave. In this way, four-wave mixing can be used to write the
holographic grating structures in a nonlinear optical medium.

COP"1NT1ONAt, HOLOGRAP.7 I)EGENERAT E 4.WAVE MIXING

F 1,4urF,. . Four-wavv mixing tor rv(al-time
• 
holography

P n
m
mmmni mml• mmm / Il -i-



Figure 8. Holographic element arrays using four-wave mixing

For realizing dynamic optical interconnects, large arrays of holographic optical
elements would be needed. A viable system configuration for this is shown in figure 8.
The laser provides the higher-power counter-propagating waves; however, one of these
waves has now been spatially modulated in order to define the various facets of the
holographic array. Each facet would be needed to diffract the laser beam of a
particular laser diode on a VLSI chip to a particular detector either on the same chip
or on another chip. A moment later, the spatial light modulator may impress another
modulation on the two-dimensional wavefront, thus establishing a different set of
facets in the array. This will result in the light beams following a different path,
interconnecting different sets of sources and detectors.

A major impediment to implementing such dynamic interconnect systems lies in the lack
of optical nonlinear materials which exhibit their nonlinearity at practical power
levels. Both optical bistability and four-wave mixing are dependent on optical
nonlinearities, principally the third order nonlinearities. It is much higher
magnitudes or these nonlinearities that we must seek if we are to achieve lower power
levels. Two emerging areas of nonlinear optical materials research that show exciting
promise are superlattice films and organic polymers, both of which have mechanisms for
enhancing the third order polarizability. It should also be mentioned that these
materials exhibit switching speeds about two-orders of magnitude above those of the
inorganic films since the predominant switching mechanism is electronic in nature
rather than being tied into the lattice vibrational modes.

Nonlinear optical superlattices are constructed by laying down alternating thin films
of two semiconductors of differing band gaps, such as alternating tilms of GaAs and
GaAIAs. Electrons produced in the lattice with the higher band energy are rapidly
swept into the neighboring layers because of their lower potential. This forced
separation of the electron/hole pairs leads to the enhanced polarization that we aze
seeking. For the organics, the enhanced polarizations are due to the fact that the
eiectrons resulting from the optical excitations are the pi electrons, which are
orthogonal to the interatomic bonds, rather than the sigma electrons associated with
the bonds. The result is that the pi electrons are more polarizable because they are
freer from the interatomic forces which tend to bind the sigma electrons. In our
strive for highly polarizable materials, especially those with third order effects, we
will also want to investigate the potential of organic superlattices to build on the
effects of the superlattices and the organics considered separately.

SUMMARY

This paper has described th,2 interconnect problem and ways in which optics will likely
be used to significantly reduce interconnect costs. But not even for the more niar
term fiber optic systems were the full potential of optical interconnections discussed.
The point-to-point communications as described could well give way to elaborate
switched or broadcast networks handling packet transmissions. Of course, the
flexibility expands even further when free-space links are considered. Realization of
the full advantage of optical interconnects will likely require the synergetic efforts
of the optical device engineers, the computer architects, and the communication and
information scientists.

In addition to the ongoing development efforts into chip-to-chip and wafer-to-wafer
optical interconnects, the Defense Advanced Research Projects Agency is interested in
pursuing investigations into the above mentioned novel interconnect protocols as well
as into many aspects of free-space interconnections. For the latter, the emphasis will
be on the switching media, new architectures, better materials, and on improved
interfaces between the optoulectronics and silicon based electronics. The
reconfiguration potential for optical interconnects, and the associated new
architectures and algorithms, may somcday revolutionize information processing.



FE RE F:NC ES

I dan . W. Lt-,"biiTp S. y. Kulia, 'Nd ik A .A' I-I, ',
1 . ,, tIn ta r VIS I Systi,t Pi aiL1.45 ta 1. u , 1 . a4t1

F,. C . Saracwar and P. mihanana'I, ft '. iJ cti lttv ~ ~ i;tt~
I im,- [1),, a: ) VLSI C,.raa:t, s IL Pist S n a 1A:,a i ED-,-j1S

i .'(1t 'Iii "Int dcj. JIiiit lot a apical tic tit, it NI S chill tilkiingii iT]Ill 1.11' i jalill juici JiTipi

%uthor's RcpI%
I -aI t m cit J I, lC,' til 11 itaIIIII. Pr lii'' II hC ii iii? "I l I t ticd . IMi ), ill ) ;iii I' 1 ilitc ( alit, 11 Till[ 1 ii',1 i:I Iti
I cCLi ilct 4--" h% ha1 il iaIc d arci dcat III ii.ok n Ihlcc lilci l c. cspcciill\ itic \Cvl hc I-LIc t iA'ci itiitc'. ill I )

tillc ()C CI inlic \k c tic t ll i ait tI t iii it Ilc i 1ii C thc l [tt tit cl i hill iiiicntki ii c %it ccio iii i aIc aC\ il lc.I )t

'ticl tIi dial) M it c ~~k Tti'tqiitiiiii. 1iii totiih iliiiii I!, it , ijii 11C t 1c 0[- kl L 11ct l liitcna1 lilt( I c(iiit ciic \kill ic

R.Kicm, ( -L:

Wilhor's Replt

ti,. , Init i\iiit a\it mad i -it t illiciti th tL cgmi \tl mii'l IL-idi- l 1C11C LIl CI \

.I.E.idriter I.tKr



Numerical Optical Computing at The Ohio State University

S.A, Collins Jr., Professor
S.F. Habiby, Research Associate

A.F. Zwilling, Research Associate

The Ohio State University ElectroScience Laboratory
1320 Kinnear Road, Columbus, Ohio, 43212.

SUMMARY

In this paper we consider designs for various devices intended to
perform numerical operations using a Hughes liquid crystal light valve
and the residue arithmetic representation. In the first part we

present a numerical optical temporal integrator, intended to take as input
a string of numbers and keep a running sum. The second device presented
is an optical clock designed to generate optical timing pulses using a
liquid crystal light valve. A comparison of binary and residue
arithmetic in one application is given. The third part contains a
discussion of a numerical optical matrix multiplier. A sketch of the
design is shown and the information layout on the light valve and input
planes is described.

INTRODUCTION

In this paper we present work on numerical Optical computing at The Ohio State University. The
work presented in this paper is characterized by the use of a Hughes liquid crystal light valve

1 ,

(LCLV), the residue arithmetic representation, and optical fiber input and output. The paper will
focus on the design of numerical optical computing systems with particular application to an optical
temporal integrator, that is a device that takes in a string of numbers and keeps a rinsing sum. A
residue temporal integrator will be considered along with the optical clock that is used for timing
it. Comparison will be made with a comparable unit using binary arithmetic, and the design of a
resice-based optical matix mulitplier will also be presented.

This work falls into the area of numerical optical computing. Optical computing using the
optical Fourier transform is well known

2 ,3
. In the numerical area advances have been made hy Athale",

and Soffer
5
. Residue arithmetic is well known6,7,, and optical computation using residue arithmetic

has been investigatedtl
t
nl,1 . In this paper we present an application of optical computing using

residue arithmetic in the design of an optical temporal integrator. This contains both an optical
addition unit and an optical storage unit. The arithmetic operation of addition is done usinq
addition of optical spatial frequencies

9
, and the storage unit operates using feedback" .

In the balance of the paper we will first review the concepts of residue arichmetic. In the
second section we will consider the overall design of the temporal integrator and in the third and
fourth sections we will discuss the optical addition unit and the optical storago unit. The fifth

section contains a discussion of the experimental apparatus used for the addition and sto- aqe units.
The sixth sectioi starts a discussion of the optical clock to he used for timinq the terporal
integrator. In the seventh section the residue-binary design comparison will be made. The eighth
section will contain a description of the optical matrix multiplication unit.

1. RtSIllE ARITHMETIC

In residue arithmetic, one represents a nummer by a set of remainders after the numbe' is diviled

successively by a set of bases. The residlie is ,rrely the remainder after 'ividing the number hy the
Sase. Thus, for example, consiler the umber seven and bases two, three aid five. Seven is
represented by a residue o

f 
one with respect to base two, a residue of one with respect to base three

and A residue of two with respect to base five. Thus, the numher seven would be represented by t'ie
triplet (1,1,2) with respect to bases 2, 1. and 5.

Une can perform the operations of additinn, subtraction and mcfIirlication quite simply sinu
residue Arithmetic. The residues with reSprct to a teren base art combined using the desired

operation, then the base is cast rut if necesary. Consider the residue representations of nine and
three with respect to bases 2, 3, and 5; they a-e l,O,4) and (1,11,31, respectively. In alding them,
start with base two and proceed to ha s three and five, alding one to one with respect to base tw,
giving two. One then casts oi two giving a remainder of zero. Similarly, with respect to base five,
four, the residue of nine, nans three, the res'due o three, give seven, which aftp five is cast I t
qivps a renainpr of two. Th. triplet (0,0.2 forresponds to decimal twelve as pe pted. Nnte that
all the operations can ho performed in parallel.

Similarly, one can sibtract and multiply numbers using tr rpsif:r representatinn Suhtractior
is done by subtracting the corresponding residus, or 'av add, s the, complosent. 'he simplest way to
multiply is by successive additi n. For enample, to multiply three by nine, one takes one with

respect to base two, no zeros with respect to hasp three and four threes with respect to base te,
The result after casting out two fives is indeed (l.0.21 which reprepents twenty-seuen. Tivl'inn, if

at ail possible, is nerh more complex, resultinq from the fact that a larger algebraic field
usually needed to contain lio

t
'ents than top fioeds of the dividend or divisor.
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It is important to note that for a given base the residues form a cyclic progression. For base

five It goes zero, one, two, three, four, zero, one, two, etc. The cyclic behavior is an integral

part of the representation. Another important feature is that there is no interaction between the

residues of different bases. This saves time in the addition operation for example by avoiding the

ripple carry.

2. OPTICAL TEMPORAL INTEGRATOR

We now continue on to the design of a temporal integrator using residue arithmetic. The block

diagram of the approach is shown in Figure 1 where we see a clocked input at the left, an adder and

two storage units. The output with the running sum is at the right. In operation, the first number

that comes in is put in the left-hand storage unit and then transferred to the right-hand one. The

next number is added to what is in the right-hand one and then transferred to the left-hand one, etc.

The clock pulse isolates the two storage units so that they operate independently yet simultaneously

when a new number is being taken in.

3. OPTICAL ADOITION UNIT

The basic addition operation for a single base is shown in Figure 2. It takes in numbers coded

by position along a line as shown on the left. There are two inputs, one above the axis and one below

the axis. This is consistent with a residue arithmetic representation where all the numbers may be

positive. For a residue base, "b", there are "b" possible input positions in both directions. The

light valve is shown in the center, and plane P at the right is the output plane.

This residue adder operates by the addition of spatial frequencies. The lens just to the left of

the light valve converts the light from the two point sources to collimated beams, i.e. plane waves.

These two plane waves interfere to form a fringe pattern on the light valve input face. The average

intensity is set so that intensity values lie in a linear region of the light valve characteristic

curve. Thus the output intensity, I, taken to be proportional to the square of the input intensity,

is given by the expression

II= C1 +C2cos(2w(xl+x 2 )x/fx). (1)

Thus there is a fringe pattern of spatial frequency, K, given by

= 2w(xl+x 2 )/fX 
(2)

where f is the lens focal length, A is the light wavelength, xj and x2 are the input spot positions

along the positive and negative input axis respectively, and x is the position along the light valve

input face . Eq. (2) shows the basic addition operation: K is proportional to the sum of numbers
represented by positions, x, and x2.

On the output side of the light valve, one sees a lens with a point source on axis in the focal

plane. This provides a collimated beam which is reflected off the light valve. In this case, the

periodic pattern incident on the input side of the LCLV acts like a diffraction grating with a

cosinusoidal pattern, and the light valve produces three reflected plane waves, one reflected back In

the direction of the incoming wave, and one each side of the incoming wave. Upon passing back through

the lens these are focussed and appear as three spots in the focal plane, the central spot being

coincident with the original source and the other two spots on either side of It. The direction of

the other two spots are at angles

X - T l/t (3)

where E is the fringe spacing indicated in Eq. (1) and is given by

t. = Af/(xl+x 2 ). (4)

Thus the diffraction angle s

e (xI + x2 )/f (5)

and the separation of the two side spots from the central one in plane P is

X = fe - +(xl+x 2 ) (6)

thus illustrating that the displacement in plane P is proportional to the sum of the individual
displacements. Only one of the two spots Is shown In Figure 2.

We now introduce the residue arithmetic by quantizing the allowed values of x along the positive

and negative x axes in the Input plane:

xi - nx0  (7a)

x2 - mxo . (7b)

In Eqs 7, integers n and m are residue representations of an input number with respect to base b.

0 < nm < b-1, and x. is a minimum constant unit displacement. Eqs (1) and (6) thus become

, (I

Si m i i mm l l i
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11 - C1 + C2cos(2w(n + m)xo/fx) (8)

X - (n + m)xo (9)

There is more to be done if the output is to represent residue addition and that is to ensure
that there is always an output in the range 0 < X <(b-1)x For example. if the two input numbers
add up to more than the base then provision mist he made or casting out "b' to reduce the number to
the desired range. One method is presented in Reference 9. Another will be given here.

The scheme for ensuring an output in the desired residue range is shown in Figure 3. The
apparatus arrangement is the same as that in Figure 2 up to plane P. Immediately past plane P a
half wave plate is inserted in front of the spots in the ranqe from b to 2b-1. At a focal lenqth
from plane P is a lens for collimating the light in the spots and past the lens is a Glan-Thoepson
prism. Above and to the right of the prism are quarter wave plates and mirrors and below the prism
is another lens to refocus the light.

The purpose of the half wave plate next to plane P is to allow spots in the range b to 2b-1 to be
returned to the range 0 to b-1 as required by the residue representation. Light coming out in spots
in the range 0 to b-I has unchanged polarization that allows it to pass straight through the
Glen-Thompson prism while light coming out throught spots in the range b to 2b-1 has a polarization
that is rotated by ninety degrees so that it is reflected by the prism. The field lens next to plane
P insures that all the light leaving plane A is directed into the collimating lens next to the prism.
The quarter wave plates between the prism and the mirrors effectively act like a half wave plate when
light passes through them twice, and rotate the polarization plane so that light Initially passing
through the prism ends up being reflected by it and conversely, light initially reflected by it ends
up being transmitted.

We can now trace the complete light paths. Light from points in the range 0 to b-i Is
transmitted through the prism, reflected directly back by the mirror to the right of the prism,
reflected downward by the prism and refocussed by the lens. On the other hand, light from spots in
the range b to 2b-i is reflected upward by the prism reflected by the tilted mirror at the top,
passes through the prism and spots originally in the range b to 2h-i now appear in the range 0 to
b-i.

This concludes the discussion of the adder. We note that the scheme for reflecting the residue
output into the range 0 to b-i has the advantage of keeping all the light. We also note the
preceding discussion considered only one base. Other bases would be in other planes parallel to the
plane of the paper and possibly in the same plane hut translated sideways.

4. OPTICAL STORAGE UNIT

We now go on to consider the storage units used in the temporal integrator. A single storage
unit is shown in Figure 4. There we see the light valve at the center with input at the left and
output at the right. There is also an additional path at the bottom feeding information from the
output back to the input.

We note that the two lenses on either side of the light valve and the image planes one focal
length away are the same as in the addition unit. For the sake of discussion we will denote these
focal planes as 0 and P in Figure 4. The numbers are position coded as in the addition unit.

Light from spot "n* in the input plane at the left is imaged through the Glan-Thompson prism onto
plane 0. There it is added to a second input at the zero spot in plane Q to form the sum, (O+n),
giving the number "n" at plane P. Basically plane P could then then be imaged hack onto plane 0 so
that it becomes superimposed onto the original input at plane Q. The Glan-Thompson prism is used

because it allows light from the input and from plane P to be combined without the loss of light that
would occur in a regular beam-splitter.

The lenslet array shown in the center of the bottom path is added to give the positions a
spatially stable equilibrium. Without It there is neutral stability. That is, any position that is
fed back will be a stable position. If a small perturbation causes a spot to move, it will remain at
the new position. This is shown in Figure Sa where a plot of input position, say in input plane 0.

versus output position, say in output plane P, is drawn assuming the lenslet array at the bottom of
Figure 4 were absent.

However, with the lenslet array inserted, motion in one direction is corrected by the
magnification of -i of the individual lenslets in the array, thus preserving the spot positions. The
lenslet array is shown at the bottom of Figure 4 where the input and output planes are set to give a
magnification of -i. The input versus output positions are then redrawn in Figure 5b where we see a
separate portion for each lens and a negative slope for each portion. The equilibrium spot positions
occur where the individual segments cross the slant line, where input position coincides with output
position, as shown. The intersections where the slopes are opposite give stable equilibrium. It Is
reasonable that a stable equilibrium should occur because the axes of the individual lenslets
determine unique spot positions.

The lenslet array is formed from a bleached holographic sine-wave grating. The grating Is formed
from the photograph of two interfering plane waves. The refractive Index of the photograph, when it
is bleached is given by n . no + nicos(iCx) where x is the position coordinate on the film
perpendicular to the fringes and K -2w/to where to Is the fringe spacing. The focussing action then
Occurs at around each lenslet axis giPen b; maxima In refractive index, with the focal length being
given by the expression f - -(2/x) (d n/dx ) where X Is the optical wavelength.
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In order to ensur2 interference at the light valve input, precautions must be taken. The
polarizations of the individual beams must be carefully set. The same source must be used for the
light at the input planes and at the two position planes. One way of achieving this would be to use
optical fibers all coming from the same source all with the same path lengths.

We now combine the adder and the storage units into the completed temporal integrator shown in
Figure 6. There we see the adder across the top and the two storage units across the bottom. The
input is at the upper left and the output is at the lower left. The information travels in a
clockwise manner around the loop. The prism used to cast out the base is located at the upper right
hand side. The output of the addition unit is applied directly to the input of the first storage
unit, the output of which is applied directly to the second storage unit. Clocked sources are used at
particular inputs to disconnect the two storage units during the Input of a new number.

In the temporal integrator, information is partitioned in rows. That is, the individual gratings
on the light valve are only one image element high. This is illustrated in Figure 7 where we see the
light valve and input plane and two lenses, the spherical lens described previously and, in addition.
a cylindrical lens. The cylindrical lens serves to image in the vertical direction, leaving the light
to be collimated as before in the horizontal direction. This has the obvious advantage of independent
rows.

S. EXPERIMENTAL APPARATUS

For clarity and simplicity, the apparatus is illustrated in two parts, the adder and the storage
unit. The addition unit is shown in Figure 8 where we see the light valve In the center and the laser
source at the top. A twenty-five milliwatt single line argon-ion laser was used. The light is first
split into two parts, one for viewing the output and one for the input. The input beam is then split
into two more parts. These go through two fibers, one from a set of fibers that indicate the value of
one input number and the other from a set of fibers that indicate the value of the second input
number. There are several fibers positioned to allow several different values for the each Input
number. These are accessed individually by directing the input beam into one or another fiber. The
fiber ends are then positioned next to one another on a single fiber-holding block as shown. Only
three fibers are shown in Figure 8; the actual addition unit has twenty-two fiber inputs for base 11
residue arithmetic addition. The light from the fiber-holding block goes through a
spherical-cylindrical lens combination and is imaged to a slit-shaped interference pattern on the
light valve input side.

On the output side of the light valve the primary beam comes in from the right and is imaged to a
point on a mirror in an image plane to the right of the light valve. It then passes through a
spherical-cylindrical lens combination onto a slit-shaped pattern on the light valve. The reflected
light then passes back through the combination lens and is reimaged hack to the position plane . Half
of the position plane Is covered by the mirror and the other half is partially covered by a half-wave
plate. The reflected light then diverges and is collimated to pass through the Glan-Thompson prism at
the lower left. It is then reflected off the two mirrors outside the Glan-Thompson prism and
reimaged, giving the final output at the right of the prism.

The storage apparatus is shown in Figure 9. The light valve is just to the right of center with
its reflective output face showing. The circular configuration of the light path is shown. The read

*beam comes in from the lower left through a pinhole and a Glan-Thompson prism and a lens to the light
valve. The desired portion of the light reflected from the light valve Is again reflected by the
polarizing prism and two successive corner mirrors, one of which will be semi-transparent. At the
upper right it is reflected again by a polarizing prism back onto the Input surface or the light
valve. The numerical information is applied to the loop through the polarizing prism at the upper
right and the output will be taken through the semitransparent mirror. The lenses in front of and in
back of the light valve a'e spherical-cylindrical lens combinations (designated elliptical in Figure
9) so they provide horizontal slit-shaped patterns on the light valve. The other two are spherical
Fourier transform lenses.

In operation, the information comes in from the upper right In the form of light from two point
sources. These are collimated in the horizontal plane and Imaged in the vertical plane to the
slit-shaped input pattern. The light from the read source comes in through a small aperture and the
polarizing prism at the lower left and is Imaged by the "elliptical* lens to the corresponding slit
shaped pattern on the output face of the light valve. The appropriate polarization component of the
reflected light is imaged to two points on the holographic grating lenslet array to maintain the
positions of the spots. One of the two spatial sidebands is blocked at the grating and the light from
the other two spots passes through the two Fourier transform lenses to he reimaged at the center of
the side opposite the grating. It then passes through the polarizing prism and elliptical lens to be
reimaged into the slit-shaped grating on the input side of the light valve.

This concludes the section on the residue arithmetic temporal Integrator. The optical clock is
considered next.

6. OPTICAL CLOCK

We now go on to consider the optical clock design. As indicated this will be similar in design
to a simple electronic multivibrator. We will consider first the electronic version, then
schematically indicate an optical Implementation. Finally an experimental configuration will be
Indicated.

The electronic circuit equivalent to the optical clock is shown in Figure 10. There we see two
transistors in a bistable configuration. In addition there are delays represented by the RC circuits
feeding back from emitter to base. The key items are the bistable unit and the delay elements.
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The equivalent optical circuit is shown in Figure Ila. This is divided into two parts shown in
Figures hIb and 11c. The basic bistable flip-flop is shown in Figure 1ib. There we see two light
valves configured so that the output of one serves as the input to the other and vice versa. In
actuality the symbol denoting the light valve represents only one image element of a light valve. The
prisms marked GT are Glan-Thompson prisms assumed to pass light polarized in the plane of the figure
and reflect light polarized perpendicular to it. The light valve AC excitation is set so that with
the proper input polarization and the Glan-Thompson prisms acting as analyzers on the output side, a
dark input gives a bright output and conversely a bright input gives a dark output. Thus a dark input
to the top light valve gives bright input to the bottom light valve which in turn gives the dark input
to the top one, providing a consistent situation. If we interchange light and dark then there is
another consistent situation, giving the bistable unit.

The delay units are shown in Figure 11c which is a copy of the right hand side of the
complete circuit in Figure Ila. There we see two identical loops both having identical operation. In
the top one light comes in from the upper left through the Glen-Thompson prism onto the light valve
numbered 3. A bright input there causes the light on the output side to go dark after one response
time of the light valve. This output is then applied through an analyzer to the input of the light
valve numbered 5. After a second response time the output of that light valve past the Glan-Thompson
prism then switches to bright.

The essential features of the delay loop Is that if the light valve is set up so that the
Glan-Thompson prism is reflecting dark from the top light valve in the flip-flop, then after a delay
of two light valve response times hright is transmitted through the Glan-Thompson prism. Both of the
delay loops In Figure 11c operate identically providing the required delays for both portions of the
flip-flop.

The next step is to design an optical configuration with only one light valve incorporating the
six Image elements shown in Figure la. This design is represented in Figure 12. There we see the
single light valve in the center with two optical loops, a square one on the bottom and a triangular
one on the top.

The square bottom loop is the flip-flop loop. With the single lens, focal length f, positioned a
distance 2f from the light valve, a point on one side of the axis on the output side, represented by
the dot, is imaged onto the input side on the other side of the axis, as represented by the second
dot. The output from that point is then imaged on the first side of the axis, onto the input
corresponding to the original point.

The delays are provided by the triangular loop. Both spots in the pair are imaged
simultaneousely around that loop, one spot corresponding to the top delay loop in Figure lIc and the
other point to the bottom delay loop. Light from the two spots on the output side of the light valve,
labled 1 and 1V in Figure 1la is thus imaged by the lens in the right hand side of the triangle onto
the mirror at the top of the loop in Figure 12. The lens on the left hand side of the triangle then
images the spots back onto the input to the light valve. The corner mirrors in the triangular loop
are slightly tipped so that the spots are reimaged on the light valve input to points below the plane
of the figure, points 3 and 3' in Figure lia. This also means that light coming off the output side
at 3 and 3' will he imaged around the triangular loop below the points at 3 and 3' providing a third
pair of spots on the light valve input, those corresponding to 5 and 5' in Figure Ila.

The mirrors at the top and to the left of the triangular loop in Figure 12 are segmented to
return light in the delay loop to the original flip-flop. The two segments are divided by a
horizontal line. The segment of the mirror above the line will be tipped in a direction different
from the segment below the line. The pairs of spots imaged onto the mirror at the top of the triangle
from the first and second times around that loop, points 3 and 3', and 5 and 5', strike the mirror
below the dividing line. On the third pass the pair of spots striking the mirror at the top of the
triangular loop hit above the dividing line. The top segment of that mirror then directs the light
reflected off it to the bottom segment of the mirror at the left of the loop. That mirror segment is
then oriented to direct the light so as to superimpose it on the inputs to points marked I and ', in
Figure Ila.

The preceeding Is shown nicely in Figure 13, a three-dimensiorfal portrayal of the arrangement of
Figure 12 . We see the light valve in the center of the figure. The spots 1, 1', 3, 3', 5, and 5'
are shown on the input side of the light valve. To the bottom is the square loop with its one lens.
It images spots 1 and 1' each back onto the other. At the top is the triangular loop with its two
lenses and segmented mirrors. Spots 1 and 1' on the light valve output are imaged onto spots 2 and
2' on the lower part of the bottom half of the segmented mirror at the top of the figure, which are In

* turn imaged onto spots 3 and 3' below points 1 and 1' on the light valve input. Similarly points 3
and 3' get imaged to spots 5 and 5'. The light from spots 5 and 5. on the light valve output th~n
goes to spots 6 and 6' on the top segment of the top mirror, and from there to the bottom segw, of
the left-hand mirror and to spots I and V on the light valve input.

It is noted that although two passes around the delay loop are shown, many more passes around the
loop are possible. One merely raises the dividing line between the two segments on the top mirror.

The output can be taken from any one mirror by making it partially transmitting. Alternatively,
the beam transmitted by the right-hand Glan-Thompson prism in Figure 1la would be an Ideal port since
the transmitted beam is unused anyway.

An actual experimental arrangement is shown in Figure 14, drawn from a photograph of the
apparatus. There we see the input to the light valve on the right and other components as indicated
in Figure 13. The spots on the light valve are roughly three millimeters in diameter.
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As a preliminary indication of the operation of the pulser the oscilloscope trace in Figure 15 is
shown. There we see a periodic waveform taken at the output port of the pulser. The pulse rate is
rather slow. However, the pulse rate is connected to the response time of the light valve. For faster
light valves the pulse rate will be faster. Often in computing operations the clock rate is not that
of the fastest operation, so it is not necessarily a problem that the pulse period is several light
valve respbnse times in duration.

7. DESIGN CONSIDERATIONS

We now want to present some neral design considerations. Specifically we want to compare the
design for the temporal integriL using residue arithmetic with a design for a comparable unit using
binary arithmetic. le will be interested first in the number of parallel units that can in principle
be configured on one typical light valve, and second in the response times of the two configurations.
To start with we will first estimate the number of image elements required for a given dynamic range,
the number of residue temporal integrators on one light valve, and the response time. Then we will
present a temporal integrator design using binary arithmetic and estimate the same quantities.

The number of light valve image elements required can be inferred from Figure 6. There we see
the complete temporal integrator configuration for one residue base. We note that for the top light
valve there are 2n image elements required In the input plane for that base. A simple calculation
will show that to have the output plane spots the desired size, there are also 2n Image elements
required on the light valve input plane. Simarly for the same base there are n light valve spots
required for each storage unit, making 4n LCLV image elements required per base. For a number of
bases, call them n * ng, etc. there are 4rnj image elements required per temporal integrator. For a
liqht valve with 6006 0 Image elements, a total of Nr parallel temporal integrators is possible with
Nr given by

Nr - 6002 /4ni. (10)

We note that the dynamic range is R-11nj and that It would require three light valve response times to
add one more number to the sum in memory.

le now consider the corresponding design using optical binary logic. The optical logic design is
shown in Figure 16. There we see an array of light valves and optical rays. The design is broken up
into three parts, sum and carry operations representing an adder and a master-slave accumulator
representing the storage operation. We will not dwell here on the details of the operation of the
unit. They have been given elsewhere

1
4. Suffice it to say that the sum and carry operations are

composed of optical AND and exclusive OR operations, and the master-slave flip-flop is composed of
simpler flip-flop operations. The figure shown applies to one binary bit. One can imagine that the
diagram would be iterated above the plane of the figure as many times as there are binary bits.

The main point is that to determine the required light valve space we note that there are
thirteen rays intersecting the input side of light valves, implying that thirteen light valve
resolution elements are required per binary bit. Thus for a dynamic range of R-2b, i.e. *b" bit
numbers there will be 13b image elements required per temporal integrator, or Nb total temporal
integrators possible on the 600x600 image element light valve where Nb is given by

Nb - 600
2
/13b (11)

We also note that there would be 2b light valve response times for each number added to the sum, much
larger than the residue arithmetic case.

To compare the two numbers of temporal integrators in terms of range R, we form the ratio Nb/Nr
approximately given by

Nb/Nr - 4q(R)l31og2R . (/3)

Eq. (12) applies best when the residue bases, taking q of them are closely spaced.

As one means of comparison we consider the various residue base combinations. Noting that the
residue dynamic range is merely the product of the residue hases, we see that it is possible to
achieve the same range with a few large bases or more smaller bases. The two different extremes are

compared in Figure 17 where we see the dynamic range plotted as a function of the ratio Nr/Nb. We see
that for the same number of temporal integrators. the range is larger if five small bases are used
rather than three or four larger ones.

Another graphical comparison is shown in Figure 18 where we see plotted two curves as a function
of dynamic range showing respectively the number of residue temporal integrators and the number of
binary temporal integrators. We note that for small dynamic ranges the number of residue integrators
is slightly larger, with the number becoming equal for larger dynamic ranges. Thus we note that
roughly speaking the two schemes are comparable. The telling item Is the response time. For sixteen
bit numbers the residue temporal integrator Is a factor of ten faster, mainly due to the ripple carry.
These numbers can not be offered as conclusive. However they do provide an indication of how the
trends might be expected to go.

IrI
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8. MATRIX VECTOR MULTIPLIER

We now consider a design for a somewhat different apparatus, namely an optical matrix multiplier.
The design uses as in the previous devices a Hughes liquid crystal light valve and the residue
arithmetic representation. It further uses position-coded information which is intended to come in
through optical fibers. It has the further restrictions that It operates only on matrices that have
at most on element per row. The position coding is chosen so that the input format is the same as the
output format so such units can be cascaded. The unit Is intended to take in a set of numbers
representing the values of the components of a vector, call It F. Each of these components is then to
be multiplied by the corresponding elements of a matrix, call it matrix a, generating the products
aijbj.

In the description of the multiplier, we first present the table-lookup multiplication procedure,
then the operating principle. This will be followed by the input and output coding arrangement and a
view of the device for a single residue representation will be presented. Finally the approach for
extending the scheme to a residue representation with an arbitrary number of moduli will be indicated.

The actual numerical multiplication is performed using a table-lookup mapping technique9
,
15.

This is illustrated at the left in Figure 19 where we see two mappings. The inputs for each mapping
are on the left and outputs are on the right with the interconnections shown as lines . Mappings for
multiplication and addition are one-to-one and thus are unique. Shown in the figure are mappings for
multiplication by one and by four for the residue modulus nine. For example seven multiplied by four
would be twenty-eight in the decimal number system. In the residue number system, modulo nine, the
result is one. Thus in the table, the input of seven leads to the output of one.

The maps representing the tables are also shown in Figure 19. The input is represented along the
vertical axis and the output is represented on the horizontal axis. For modulus nine the table has
size nine by nine representing integers zero through eight. The spot in each row indicates the
connection between input and output. Thus the spot in the row corresponding to input seven is in the
column corresponding to an output value of one. The fact that there is one and only one spot in each
row is the indication that the mapping is one-to-one.

The basic operating principle for the multiplier is indicated in Figure 20. There we see a
liquid crystal light valve on the right with input beams on the left and a special mirror to its
right. The mirror is defined for the purpose of illustration and will be replaced with more easily
obtainable apparatus later. It has the property that light of one polarization, say the plane of the
page. is transmitted through it and light of the other polarization, perpendicular to the plane of the
page. is reflected back off it. The light valve has the property that with zero input intensity it
leaves the plane of polarization unchanged. With maximum input intensity it acts like a half-wave
plate, rotating the plane of polarization by ninety degrees.

In operation, a read beam of light polarized in the plane of the figure comes in from the right,
is transmitted by the mirror and is imaged onto the light valve at the position where the top input
beam is incident on the opposite side. The light valve thus changes the polarization plane so that
the light reflected off the light valve then reflects off the mirror back to a position on the light
valve where there is no input spot. With no inputs, the polarization remains unchanged so the beam
continues to bounce back and forth between the light valve and the mirror. After the desired number
of reflections another spot of light is applied to the input side of the light valve. This again
rotates the polarization plane by ninety degrees and the light is transmitted through the mirror. The
net result is that the spot is translated a number of units sideways, depending on the position of the
second beam on the input side. This procedure corresponds to moving along a line in the maps on the
left side of Figure 19.

A simple matrix multiplication scheme using this approach is shown in Figure 21. There we again
see the light valve and the polarizing mirror. Light can come in through any one of a vertical column
of input positions shown to the right of the mirror; the vertical position indicates the numerical
value. The light coming in has a polarization such that it passes through the mirror. Upon the first
light valve reflection, the polarization is rotated so that it reflects off the mirror bouncing back
and forth between the light valve and the mirror. The number of bounces in a given row is determined
by the second light valve input spot, the position of which is determined by the mapping of the type
shown in Figure 19. After the light is transmitted through the polarizing mirror, it is directed
towards the horizontal axis by the cylindrical lens. The output value is then indicated by the
position along the horizontal output axis.

The light for the input from the left of the light valve is intended to come from a
microprocessor-controlled CRT. It is assumed that the information on the matrix elements is stored in
the microprocessor and needs to be changed relatively infrequently. The light coming to the input
plane at the right could well come in through multimode fibers. The multiplication proceeds with the
speed of light, with an a new residue product as often as a new input appears in the column of
possible input vector positions.

A more practical configuration is shown in Figure 22. There we see the light valve to the left of
the center of the figure with an input CHT to Its left and optical circuitry to its right. The
numerical information input is shown at the upper right and output at the lower right. The light
comes In through the Glan Thompson polarizing prism with lenses on each side of it. The prism is one
focal length from the light valve and one focal length from the input plane so that the light is
collimated in the polarizing prism. In actuality the glass in the prism should be taken into account
so that the prism with the two lenses should be treated as a single thick lens with the light valve
and input planes in its focal planes. The prisms are intended to pass light polarized in the
horizontal plane and reflect light polarized in the vertical plane.

it- 4-

. . . . .. .. ..... . . .... . . .. ....... . .. ... .. .. . . . - w w m n m mm



In operation an input spot of light is imaged onto the light valve by the polarizing prism lens
at the top of the figure. Only the polarization component passing through the prism is retained. The
polarization is then rotated by the light valve so that it Is reflected by the polarizing prism in the
second polarizing prism-lens combination. It Is then reflected off a diagonal mirror and reimaged
onto the mirror at the far right. There is a field lens In front of that mirror for light management
purposes. The light then goes to a second diagonal mirror, reflects off the top prism-lens
combination, and is imaged again onto the light valve. The second diagonal mirror is tipped so that
the second spot on the light valve is slightly displaced horizontally thus providing the second spot
in the row of spots corresponding to that in Figure 21. When the spot has been displaced the
requisite number of positions, an input to the light valve again causes the polarization to be rotated
so that it passes straight through the bottom polarizing prism into the cylindrical lens to the Output
plane as in Figure 21.

A few Items might be mentioned about the scheme just described. It Is designed for finite size
mappings representing full connection or no connection. It works well with any mapping such as those
required by the residue arithmetic transformations. It Is less versatile than previous
matrix-multiplication schemes

16 
but has much lower light loss. In that sense it would operate well as

the distribution mapping in the computer switching system of Clymer
17

.

The preceding has been the multiplication unit for one residue base. In practice 6 number is
represented by three or more residue bases. We now extend the situation to indicate the coding for
more than one residue base. One might ask how this fits into the complete matrix-multiplication
scheme. The approach is indicated in Figure 23. There we see the complete matrix multiplication unit
symbolically presented. The input vector is shown on the left with the vector elements divided into
three sets of spots, each representing a residue modulus. The implication is that there would be
three units like those just described, one physically above the other. The box labeled 'mapping'
contains the mappings and the atj generator, Indicating, as mentioned, that the mapping Is generated
in the microprocessor controllini the CRT input to the multiplication units. The output of the
multiplication units is a set of products, the a1 1 lb, as indicated. These form the input to an
addition unit similar to the one discussed in secdi6n 3. As would be expected each aijbi product is
still represented as the set of three residues. The spots representing the aijbi products are shown
vertically in Figure 23. symbolically representing the output of a multiplier. a though those shown In
the output plane of Figure 22 are horizontally arrayed.
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A. Lohmann. Ge
I think one way for advancing the art of optical computing is to find problems where the electronic people arc in trouble
and only we can solve the problems. So, for example, one project we have worked on involved triple correlations. Tripk
correlaions are very good for some signal processing purposes. but they are vcry computationall" intensie. Thev can
be done optically, so that is one example. So encourage everyone to come up with problems that are difficult for
electronics that helps us to get more support!

I'hc Hopfield model. which Hyatt Gibbs just mentioned. is one of those things.The Hopfield model is a model of the
human memor.'. It even includes a feature of learning and the feature of slowly forgetting and relearning and other
things. It's basically a parallel model. The parallelism of that particular model is essential. II o insists of a looping sy stem
- a data mixing and interconnection step and then a nonlinear step which does simpl, hard clipping or almost hard
clip'ping So it's a project which I)emetri Psaltis realized can he very easily implemented opitcall% or at least it has good
chances so I think that's one of the things we should work on, People are always talking about these super-knowledge
base systems of the future for which MITI wants to spend so much money. Well. the Hopfield model is a good indicator
of a problem one should work on: optics has a good chance of doing some of these intercsting futlurislic proccl
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H.Gibbs, US
I may be in danger of having my intelligence considered to be artificial in this subject. but it seems to me that A.I. is an
important application. We're beginning to go in that direction. The evolution of processors may not necessarily be
towards digital computation, but it may be towards image recognition. Hopfield has a theory of how the brain actually
operates with massive interconnections, and Psaltis is trying to construct a model using optics that would mimic this
kind of thing. Somehow man decides whether it's a friend or an enemy that comes into the cave rather quickly and not in
a serial kind of fashion. I think to the extent that optical computers lend themselves to this kind of massive parallel
comparisons and conclusions it may be that that will be its eventual real strength.

D.Bosman, Ne
Maybe I didn't make myself clear. When I say that a hundred samples per second is sufficient, that means complete
calculations. If one uses a pipeline structure where a number of processors do subsequent processing, and if this
pipeline structure is 12 to 15 processors long, then if you would care to minimize size and weight. etc., then you might
go for a higher data rate, multiplexing all the separate functions in one general purpose type of computer. So internally
in the computer it might be 21 times faster than what your actual input and output rate is.

*nidentified Speaker
And the requirements and accuracy inside the computer and inside the algorithm. depending very much on what you
are going to do. might he much higher than the accuracy of your input data.

S.D.Smith. UTK
But the encouraging thing about the comments is that Hyatt and I would say the interference filter devices will be fast
enough to do things I 1t0 times per second. I would say we could process a complete picture through several stages at
1i times a second. That means - it's %ery important - that means that we don't have to go for nanosecond time scales
in the first stage - we can work with microsecond time scales which looks like a much more practical proposition. St)
that's a very. very valuable comment from the pair of you, I think.

A.1 ohmann, (ie
I have another comment that's been mentioned by. I think, Professor Lohmann and yourself as well about the famous
son Neumann bottleneck which is usually referred to. The amount of parallel operations, parallel cables and
whatsoever could be reduced by this. I try to defend von Neumann. There's another point: the way the von Neumann
computer is thinking is exactly the way human beings are used to thinking, and maybe there's another point that inhibits
the development of all these parallel structures: namely, that the human brain is not capable of exploiting these parallel
stnictures for general purr uses.

'nidentified Speaker
I'd like tu comment on the comparisons which are being made. or have been made this afternoon between optical
processing and electronic processing. These have been almost entirely on the basis of whether we need the additional
power - or speed - of an optical processor. It seems to me that for many avionic applications there is another
characteristic which is equally, or more important, and that is the integrity of computation. I think this is fairly obvious

there are many applications where integrity is of enormous importance. So really the question I'm asking is what will
the opti, .1 computer offer us in terms of improved integrity, either because the basic elements of which the computer is
manufactured are themselves inherently of very high integrity or because there is such a lot of parallelism you can build
in enormous safeguards against malfunction. Either of those two, I think, would offer some really interesting potential
applications.

.l.P.Dakin. UK

Professor Lohmann satisfied my previous question about the diffraction but he raised another question relative to
integrity and that is: these Fabry-Perot devices are by their nature highly reflective and when you cascade numerous
systems with lenses to focus these in a forward direction clearly reflected energy will be focused back in the reverse
direction. There will be numerous (if these cascaded with numerous opportunities for levels to build up. Has anyone
analyzed the effects of reflection in such systems, especially cascaded systems?

A.Lhmann. Ge
Yes. there are some isolators that can solve this problem one is a Faraday trap which you use in connection with
polarization. A Faraday trap is a device where light goes through in one direction but cannot return the other direction.
So inserting Faraday light traps would solve this problem, or at least contribute to the solution of this problem.

S.D.Smith. UK
'There's another way too you can go about it - Andy Walker talked about off-axis address and working in reflection
and one can avoid the beam coming back - in fact. I was going to just quote: somebody said we ought to have an
opponent in electronics. We do have. Robert W.Keys writes excellent articles at regular intervals saying it's all rubbish,
but he makes remarks like that - that optical components will be liable to beams coming back and interfering with
things. Well you can certainly arrange the geometry so that that doesn't happen, although it isn't trivial, and of course
there are Faraday Isolators. He also made remarks, for example in his paper, he said transistors all so easily
accommodate varying fan-out and fan-in and offer excellent isolation of input from output. Optical logic elements do
not share these desirable qualities. I suggest that that's absolutely wrong. So I mean our opponent is being extremely
useful in putting up statements like that which were truc in concept a year ago. but aren't true anymore. We can see our
way round these completely and indeed fan-out and fan-in may be brilliant in optic%.
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Unidentified Speaker
I would like to comment on this. If you are talking on, say, intelligent methods for adaptive methods for general or
clutter or whatever supression these methods are very sensitive and the problems increase with increasing order of the
matrix. You know the problem - you are talking about 1000 X 1000 matrix and try to invert this I think it's a hard job.
either with electronic or optical computers, so be careful. On the other hand. there are concepts for radars with
omnidirectional transmission and these require parallel forming of all the beams and this is also very good application
for optical systems.

Unidentified Speaker
Generally in numerical computation the faster the computer computes the more complicated a computation somebody
wants to do - (they want to do a bigger matrix -); the bigger the computation you do, generally the larger the
wordlength you need because there's more opportunity to be subtracting numbers that are of similar size and getting
into roundoff errors, so the faster you make the machine the longer the wordlength requirements. So people who do
modelling on Vax computers almost invariably do everything in double precision. A 32-bit floating point is not all they
want: they need the extra size. To some extent, as you make the computer faster, you are going to need longer
.wordlengths. People would like to have the flexibility to change the algorithms even in future weapon systems so there is
some interest in having the floating point even in signal processing application even though there may be a penalty, a
severe penalty, in performance at the time, it then gives flexibility to change all those algorithms for more advanced
algorithms next year without redoing a lot of equipment.

S.D.Smith, UK
May I say just one more word about this - Professor Lohmann raised the question of inputting. I believe we've already
reached the point whereby showing that you can actually get incoherent-coherent conversion in these nonlinear devices
which is likely to expand and spread amongst them, that you really can put an awful lot of information into such an
array which we can be sure can be done now. You can also put it in with a diode array if you want to. and you can also
put it in with some sort of optical scan so that inputting looks, in an initial set of data, very possible. I'd like to re-raise
Hyatt's point. Having put it in once, what sort of cycling rate interests people to do things with it: and is there any
military interest in putting something like an image into something like this? Then what would you like to do with it.?

Unidentified Speaker
I'm speaking for the radar community. We would be happy to have complex matrix algebra of the well-known
algorithms at a rate of about I to several megahertz.

S.D.Smith. UK
So you'd like complex matrix algebra at a rate of about a megahertz. That's an interesting comment already and quite
helpful.

H.Gibbs, US
I'm not sure how that translates - I mean, if we talk about one of these interference filters a million pixels in parallel
going at It0 kHz then you can do perhaps 10"' bits per second but I don't know whether that's useful or not. because I'm
not sure what you're going to do with it...

J.Forrest, UK
Can I come back on that one too - in the sense that I think the systems people need to do a lot of thinking. It s not only
fundamental thought on the optical logic because I do worry about the situation where we could get hold of this kind of
processor and we end up by digitizing everything in sight with a vast number of parallel beams. And if we compare with
what the human eye does, it actually has only one high resolution agile beam. It has a very wide field of view with
relatively low resolution processing which may be enhanced in certain ways. It uses this information very intelligently so
as not to overload subsequent processors. I think we need from the system angle not just to think: here is something that
could give us 10'' bits per second. I think the key, as you mentioned Mr Chairman. is in the parallelism and perhaps in
using this intelligently. We may not indeed want the 16 bits - we may be quite satisfied with I or 2 bits - but at a fairly
rapid rate and perhaps with some degree of preprocessing done in the system to case the burden on subsequent parts of
the chain.

Unidentified Speaker
I think that a lot of computation can be done at the very slow rate. When you present images to the pilot, it is not
necessary to compute more than let's say 50 times per second. For missile guidance: I think that slow rates may be
sufficient around 10) times per second or a little more. but it may be not necessary to think about very high rates.

D.Iosnan. Ne
I would like to amplify the previous speaker's statement. Not talking about a radar environment where you might want
to supervise more than 10 aircraft simultaneously, if you look at the aircraft as such it has its own vehicle dynamics
which will determine the sampling rate of the calculations. I agree that about 100 samples per second - but not just
pixels, complete pictures. It's sufficient.

4 '
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S.D.Smith, UK
Perhaps I can add to Professor Lohmann's remarks by saying that if you do it with holograms it is worth noting that
using so-called degenerate-four-wave mixing you have a real time hologram and so that could be programmed in
principle. There are various ways in which that could be done. That function itself could be optically programmed and
that's certainly feasible at the moment. That's perhaps worth considering.

H.Gibbs, US
In terms of trying to develop a parallel optical processor, I'd like to ask the question of how many pixels in parallel do
you need to be interesting? Is it 10', 1 0, or I W and in addition what cycle time, what rate do you really need? We
talked about a 100 MHz rate, but maybe a kHz is interesting? Are there people involved enough in parallel signal
processing that they could guide those of use who come from optical logic individual devices in what we should really be
thinking about?

S.D.Smith, UK
Well, Hyatt's point was similar to that one which we wrote down. I just put it up to emphasize it. Can anyone from the
military or electronics side or data processing side say what they think would be an interesting demonstration? I think
his point is a very good one.

E.Spitz, Fr
The data rate, for instance, in a phased-array radar is usually, say several MHz per channel, and the number of channels
can vary between several hundred and several thousand. That's a typical data input rate.

A.W.Lohmann. Ge
There are basically two types of parallelism. You are referring to one-dimensional parallelism which is very suitable if
you are dealing with temporal data which you for example want to convolve continuously as is the case for radar signal
processing. In image processing two-dimensional parallel processing is desirable because semantically the connection
between different pixels is of a two-dimensional nature. I would say typically something that can be considered.
something like an image or at least which is large enough to include a total image feature, is maybe of the order of 128 x
128 pixels, so if the first optical computer can handle 128 pixels squared then it can really handle something that has
recognizable pictorial features. And the time constant in the first instance maybe should not be very short because you
run into many synchronization problems which you would probably like to avoid in the first run, On the other hand, of
course, nonlinearities get stronger if you compact your energy both in time and space.

H.Gibbs. US
What's the time?

A.W.Lohmann, Ge
Well, a hundred MHz rate is quite all right for the beginning.

Powers
I think in regard to many of the phased array requirements at present one could say that with the sytems that are being
conceived or are being built there isn't quite the requirement for this processing rate. One is talking about relatively few
multiple beams and not vast numbers of elements. But, of course, one of the big requirements for the future is the
possibility that one could rapidly adapt beam patterns particularly it) cancel out nterk-rence. And the traditional was of
adapting such an antenna pattern would be to change the phase and amplitude distributions right across the whole
aperture. So one is then asking, effectively in real time, and one is talking about the time constants at which interference
sources can change which is well under the microsecond level. to work out a new distribution for perhaps thousands of
elements. The classical algorithms on this involve matrix inversion, so unless one can find better ways of doing this you
are talking about inverting vast matrices in real time, matrices which are thousand by thousand elements. The kind of
processing rates that this requires are beyond the current digital capabilities and are certainly into this sort of range. So
here it does strike me as a real requirement that might use this kind of technology. There has been consideration o
course, by a number of groups - Dave Cassesant has talked about this sort of application, for analog optical
processors. But the problem there, of course you can indeed do matrix inversions of this kind of size very rapidly, but
not accurately enough and this strikes me as the point where you really do need the enhanced dynamic range or
accuracy that you could get from a digitaloptical system

S.D.Smkth, UK
Before you go away, could you say a little bit more about this about what this would imply from what you've heard of
what we are doing - this question of the high dynamic range? How many digits do we need and that sort of thing'

pofe aon
Yes. Well I think you're really talking about 16 bits for many of these systems. That's just to give a ballpark figure here.
because to get the kind of sideloe levels for antennas that are typically discussed. like 40 dB or better, one is talkinga hot precisions (if the order of a few degrees of phase. or sometimes better and a few tenths of a dB in amplitude. So

you are talking about 1% or better and this leads you into these sons of orders of magnitude of I h hit processing.
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EEC PROJECT DISCUSSION

Undentfed Speaker
To me x' is something which has real meaning only for processes in which the time you are interested in is long
compared to any natural resonance time in the medium. It is extremely relevant if your are talking about soliton
propagation in fibres where we know the effects on the picosecond time domain are still slow compared to the response
of the fibre. You can model everything, and it works out beautifully. But it does seem to me that in many of the
applications in which you are using it, that is true for the experiments that are done at almost D.C.; but it is not
necessarily true at the rates for which you would wish to use the device, since the actual processes that you are invoking
to produce what I would say is a pseudo x' effect are, in fact, perfectly real transitions with real changes in absorption
spectra and in refractive index. It might be better to simply stick to that as a notation which then automatically highlights
the temporal dependence of those effects, leading directly into a device modelling which will tell whether or not it will
work in a particular regime.

S.D.Soith. UK
Should I respond" Yes, he is quite right. The only real reason for introducing the x'is to make comparison, I think. And
of course there is a lot to he said about the time scales. It gets interesting when the time scale gives the possibility of a
coherent response of the system and one would have to have a proper description in terms of x'. but for device
purposes you can lump it together as a nonlinear index. You can usually compare by just turning it into the dimensions
of x'. But your comment is quite right. The time scales have to be fed in properly and defined.

Unidentified Speaker
Can I ask everyone a question on the forefront of making real devices from nonlinear etalons? I raised the question
yesterday in my talk about whether or not we want to avoid threshold logic. An awful lot of people seem to talk about
making ANID gates by just adding signals together to the level that they will switch. Talking to electronics people, this is
lust not the way you should do it. Can one rule that approach out totally, or would there be circumstances in which
threshold logic would be an acceptable approach to designing a useful machine? Has anyone got any response to that'?

Unidentiflied Speaker
Let me offer one trivial response. It surely depends on how accurately you have control of your amplitudes, i.e., if the
signals have already been hard limited before you go through the add and threshold stage, it's fine - if you haven't, it
isn t.

Unidentified Speaker
Yes, that obviously is the point, and of course in electronics. one avoids ha% ing to be that fussy about levels very often.
One point that might be made is. in terms of the levels of signals coming into gates, there is a distinct difference in an
)ptical system in fan-out compared to an electrical one in which the signal is defined by a parallel. If you choose to fan-

out to four devices, you've got to divide your power by four. If you choose to fan-out to only two, then you've got to
have twice as much. At some stage you've got to get these all back together to some standard levels; certainly if you are
sticking to thrcshold logic that causes problems. May I just conclude that point by saying that I think we can get round
that and use non-threshold approaches.

J.P.Dakin. UK
I'm new to the field, from the outside looking in. People have used terms like fan-out and basic mechanisms of switching
beams. However. we have to remember here that this first stage produces an extremely narrow beam which if there is a
high density of bistable states is an extremely narrow beam originally of parallel form. To try and produce holographic
methods of switching this involves operating over an extremely small area and there are problems in getting the
necessary resolution with any form of basic grating effect to actually deflect the beam in the required direction. It it's a
very narrow beam, it will produce a very broad deflected beam. The pipeline structure may work, but there will clearly
be diffraction effects after the first stage of processing - from all the various optical levels involved over a very small
array. And I think the basic diffraction optics are something which people haven't really considered here. I think
perhaps I would like to hear more discussion on it.

A.W.Lohmann. Ge
May I respond to this and possibly go to the blackboard? It is easier to make a painting for a pipeline processor,
although the feedback processor isn't really different in principle. One way to look at it: you might have here a data
plane... and you have a lens that forms from every point an image to the next data plane. So this is data plane number
one, and this is data plane number two. and this is data plane number three, and so on. And at every plane, here is some
logic going on - an array of logic components. Now a hologram or some other component that does the redirection of
light beams, for example, these beams are now deflected this way so that they are ending up at this point instead. So if
this is hologram no. I or deflector no. I etc. then you would have here the next one and for this you would need another
lens which opticians would call a field lens. This field lens. then, would image this point by means of these rays into one
point which is then here again. So again there is an imaging from deflector planes to deflector planes so you have a
nested system of imaging - one side here and the other side here - this nested system of imaging is so that you
conserve the number of pixels throughout the total pipeline system (of course instead of doing pipelines one could roll it
up into a feedback system - this would be basically the same) but in this sense you really can maintain the number (if
pixels, let's say hopefully one million or so, over several periods.
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DISCUSSION OF CLOSELY COUPLED TWIN STRIPE LASERS WITH BISTABILITY

J.W.Haus, US
Could you make any comment about other active bistable devices like these cleave-coupled cavity devices or other% that
have been made?

J.E.Carroll, UK
They have their cavities in parallel; we have ours in tandem. And whether in fact they'rc m,,dal bistability or whether
they're using more dispersive bistability this idea was - certainly devices in tandem - was first thought of bv Ba.sov
a long time ago and developed or constructed by Lasher. It didn't work too well. They relied on absorptivc bistability
trying to get the one level so there wasn't sufficient light for lasing and another level so there's sufficient light in both
elements to maintain lasing. The cleaved-coupled cavity variety I think is of that sort rather than the modal bistability
which I think we're operating here. In the cleave-couple cavity I believe we're going to have a change in electron
concentration, and I suspect that will therefore be slower. But time will tell.
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DISCUSSION

S.D.Smith. UK
That was a super finish! Could you say just exactly what you ask the liquid crystal light valve to do in your operations? Is
it amplifying? Is it stepping?

Author's Reply
Basically it is a controlled birefringent mirror with roughly 360.00(0 clements; a polarizer and analyzer convert it to a
polarization rotator or an amplitude changing device whichever I want.

S.D.Smith. UK
Well. does that mean it was acting as a gate?

Author's Reply
No. To make it act as a gate what I'll do is bring in a single beam reflected off the light valve twice with a combination of
polarizers and analyzers in there and find that in order to have it get through the whole set of polarizers and analyzers I
have to have specific inputs. Otherwise I get zero out and that's what a gate does.

S.D.Smith, UK
Sure. I understood the gate. What was it doing when it wasn't a gate?

Author's Reply
OK. When it wrasn't a gate it was an optical amplifier in the case of the residue adder: in the case of the master slave flip-
flop it %%as a flip-flop.

S.D.Smith. UK
It sas sometimes an amplifier and sometimes a flip-flop.

Author's Reply
Basically it's your active element, your transistor, and as you make various transistor circuits, so you make various light
valve circuits. t-xcept that there's the equivalent of 360.000 iransistors.
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